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In a time when the ontologies and ecologies of language are being radically challenged by the unstable modes of representation posed by the digital, networked environment; and whose very relationship to temporality has, according to Johanna Drucker, in her essay “Digital Ontologies,” been altered, it seems timely, if not essential, to reconsider the question of where ‘sense’ or meaning lies in mechanized and digitized language, if it lies at all. The word ‘lies’ possesses a dual meaning in this context, and in the debates over truth in language, the static image of thought via language, as a conduit for veracity has been discredited; increasingly subject to the infinite material fluctuations of digital surface[s]. Drucker suggests that the most pressing question of the digital amounts to: “[T]he basic issue of whether an idea can exist outside of instantiation in material form with respect to the digital environment.” Her remark poses a question about the [im]materiality of the digital, and its ephemeral, paradoxical nature: both existing and not at the same time; thus unsettling our ideas about the identity of both images and language, and their status as meaning-full. In turn, it leads to us question whether our conception of language (whether writing or speech), is profoundly...
The notion of language as instrumental, as something which should be removed from the human body and its propensity for the kind of sensual subjectivity which creates ambiguity, is a precursor to symbolic logic and analytic philosophy. Philosophers such as Wilkins and Leibniz have historically attempted to treat language as highly mechanised instruments of thought, through the construction of a ‘mathesis’ or, in Leibniz’s term, a ‘Characteristica Universalis’, which attempts to suppress languages’ expressive dimensions in favour of hard logic. John Wilkins (1668), in An Essay Towards a Real Character and a Philosophical Language, is one of the first to attempt to outline a new ‘universal’ language. He says:

If to every thing and notion there were assigned a distinct Mark, together with some provision to express Grammatical Derivations and Inflexions, this might suffice as to one great end of a Real Character, namely, the expression of our Conceptions by Marks which should signify things, and not words. And so likewise if several distinct words were assigned for the names of such things, with certain invariable Rules for all such Grammatical Derivations and Inflexions, and such only as are natural and necessary; this would make a much more easy and convenient Language than is yet in being.

The problem for philosophers is that the same word can have many meanings (Thomas Hobbes called this the ‘inconstancy’ of language and such ambiguity is seen to lead to confusion between concepts, whereby a perversion of judgement takes place. To counter this (and as a precursor to later work by Gottfried Wilhelm von Leibniz), Baruch Spinoza, John Wilkins, along with Francis Bacon proposed that a ‘mathematical’ approach to language be adopted, one in which clear and unambiguous definitions of terms were agreed:

Although we think we govern our words... certain it is that words, as a Tater’s bow, do shoot back upon the understanding of the wisest, and mightily entangle and pervert the judgment. So it is almost necessary, in all controversies and disputes, to imitate the wisdom of mathematicians, in setting down in the very beginning the definition of our terms...
However, as Louis Couturat has pointed out, Leibniz are arbitrarily assigned. A leap of faith. He explains that while notions are agreed correspondence between marks and objects/concepts. Such project, which relied upon an exact and natural correspondence between marks and objects/concepts. Such a case with that common Theory already received, but not much doubted; which may afford some excuse as to several of those things which may seem to be less conveniently disposed of in the following Tables, or Schemes proposed in the next part.

It is clear from these remarks, that Wilkins himself had doubts about the validity and ‘perfectibility’ of such a project, which relied upon an exact and natural correspondence between marks and objects/concepts. Such a closing of the gap between word and object, required a leap of faith. He explains that while notions are agreed upon, their expression in marks or sounds is not (they are arbitrarily assigned).

However, as Louis Couturat has pointed out, Leibniz criticized such linguistic systems for their concerns with:

[H]Practical uses rather than scientific utility, that is, for being chiefly artificial languages intended for international communication and not philosophical languages that would express the logical relations of concepts.

Within Leibniz’s advocated form of rationality and abstract thinking, promoted by the creation of an entirely artificial symbolic language such as his “Charakteristica Universalis,” ideas are assigned a single symbol, and rules are established for their combinations and use, such that “all abstract reasoning would be reduced to mere algebraic calculations” with the result that the errors and uncertainty associated with the figurative, shifting, imaginative language of ordinary discourse are eliminated, in favour of an emergent form of artificial language which suppresses the sensual. Words, which are assigned a precise technical meaning, stand not for themselves, but for concepts. As Stuart Hampshire explains: “Words or symbols within mathematics do not derive their meaning from the images which may be used to illustrate them, but stand for clearly defined conceptions.” The system emulates pure, mathematical reasoning; clear, unambiguous, abstract, error-free, and for Leibniz: “Words are logical counters which have a purely intellectual significance, [they] stand in this sense for clear and distinct ideas,” offer an alternative to a language shot through with error and uncertainty; one wholly unsuited to the rationalist doctrine. Leibniz continues:

If one could find the characters or symbols to express all our thoughts as clearly and exactly as arithmetics expresses numbers, or as analytic geometry expresses lines, one could do the same as one can do with arithmetics and geometry, as much as they are subject to reasoning. This is because all investigations that depend on reasoning would take place through the transposition of these characters, and by a kind of calculus.

In these historical examples, it’s clear that language is to be progressively removed from the sensual arena; one which is subjectively conditioned by the human being who utters and/or writes, and is instead to be rendered code-like and mechanical ‘tamed’ by reason and logic.

Georg W. Hegel said: “That the subject matter of logic is thought, with that everyone agrees.” Richard Schusterman more recently counters with: “The philosopher cannot award the sole birthright by mere logical analysis for there seem to be rival logics governed by different aims.” Schusterman suggests that logic per se is not the only form in which thinking takes place, but this notion is persistent throughout the history of philosophy. The projects of Wilkins and Leibniz, can be broadly contextualised within the traditions of logical analysis, as a specific aspect of philosophy, and be seen as both a precursor to, and extension of it. We might see logic as the prototype form of artificial language, wherein its functionality is so detached from the human and the sensual as to be mechanized and reduced to small units akin to code.

Language in this context is instrumental, dehumanised, decontextualized: a set of abstract placeholders for any real world events. Logic is the science and practice of rational thinking. It determines something, and asserts (predicates) about that something, in the pursuit of truth or validity. It does this purely through language as an instrumental phenomenon. Martin Heidegger remarks:

Of its own accord, a determining so understood tries to measure up to that about which the statement is made. The measuring up to that about which the determination and statement are made, the adequasia, characterizes what we generally mean by the truth of statements. Aoyas, can be adequate or inadequate, true or false.

Aristotle locates truth in correspondence, or in other words, in the identity between objects and concepts (in their quality of ‘matching.’) This concept of truth as a set of correspondences grounded in language, and requiring a perceiving subject, is repeated in Thomas Aquinas. Leibniz, and later in Immanuel Kant, who inherits the traditional concept of truth, while introducing new concepts of “subject,” “knowing,” and “judgment.” Ludwig Wittgenstein stated: “The correspondence or non-correspondence of [a proposition] with reality constitutes its truth or falsity.” In all versions, truth and correspondence, subject (mind) and object, and the search for identity, not difference (which would invite contradiction) are assumed, actively pursued, and considered intrinsic to method, whose ‘ground’ is this very search for correspondence or identity.

Traditional (formal) logic is grounded in, and requires, a belief in the physical determinism (positivity) of language, aligned with fixed notions of time and space. It demonstrates and infers ‘valid/invalid’ outcomes, based on the formal deployment of language within rule-bound systems of subject-predicate (sylogistic), or symbolic form (or/and, right/wrong, yes/no: all rooted in binary thinking). In the Tractatus Logico-Philosophicus, Wittgenstein takes logic to be the principal ‘ground’ of both language and the world “Logic pervades both reality and how we apprehend reality. To pass beyond its limits, the limits alike of language and world, is to speak non-sense.” In his essay “Some Remarks on Logical Form,” Wittgenstein outlines the principles of Logical Positivism, which Bertrand Russell had earlier proposed. He explains how every proposition has both a content and a form, but that the ‘pure’ form is only available to us if we abstract from the meanings of individual words. What counts is not solely word-level semantics; logic must account for variables, which are subject to the same syntactical constraints as the constants. Logic must also avoid the trap which ordinary [natural] language falls into, of being able to construct seemingly sensible statements that, on closer inspection, are revealed to be “pseudopropositions.” These might involve phrases such as “the Real, though it is an in itself, must also be able to become a for myself,” effectively rendering large portions of philosophical discourse meaningless.
Propositions can be reduced to what Wittgenstein terms ‘atomic’ elements, where more or less complex arrangements of words and sentences containing embedded propositions, logical sums or truth functions are progressively stripped away to reveal the most reductive, bare, minimal form, underlying the various material instances of language.

We must eventually reach the ultimate connection of the terms, the immediate connection which cannot be broken, without destroying the propositional form as such. They, then, are the kernels of every proposition, they contain the material, and all the rest is only a development of this material.

The proper task of a theory of knowledge, according to Wittgenstein, is to find these extra-linguistic, ‘atomic’ facts (which can be thought of broadly as spatio-temporal events) and to make clear how they are constructed out of, or made possible by, the words or symbols of material language. Wittgenstein seeks to establish a hierarchy of linguistic significance, in which the material event of language is subordinate to the formal structures of language. His difficulty is in finding a method for excluding what he feels are the endless misunderstandings which plague ordinary language (its stubborn indeterminacy), while allowing for ‘pure’ form to reveal itself – abstracted from language as such. The answer he proposes is a symbol system which exchanges ordinary language for unambiguous, singular, and precise symbolic representations, which in turn provide a clear image of the logical structure.

However, in a further complication, this ‘atomic’ form cannot be seen, nor can it be predicted (a-priori).

Ordinary language poses the primary relation of language (and logic) as subject-predicate based, but this leads to an unwelcome generality, a lack of precision, which denies the fullness of the abstraction it seeks to express. Phrases participating in the subject-predicate form offer no more precise opportunities for drawing conclusions than that they share this form. For instance, “I am lazy” and “the weather is fine” share no common content, only the same subject-predicate form of organization. Their content has no guaranteed character of correspondence; it’s unclear how they could be deployed as a means to attain knowledge of the ‘pure’ facts of language.

The situation is further complicated by the sheer multiplicity of the world-phenomena which logical translation meets with; one which requires a logical form capable of embracing this multiplicity, and which simultaneously possesses the same breadth in its own formal architecture and system. Wittgenstein describes how a ‘pure’ logical language must encounter and consist of:

[T]he whole manifold of special and temporal objects, as colours, sounds, etc., etc., with their gradations, continuous transitions, and combinations in various proportions, all of which we cannot seize by our ordinary means of expression.

The conclusion he comes to is that ordinary language is to be replaced in logical formations by numbers (rational or irrational), since numbers alone have the ability to represent ‘atomic propositions’ while entering into their very structure, becoming an integral part of the architecture of the expression in a way unavailable to ordinary language.

In the other words, for Noam Chomsky, the symbols of a formal language are meaningless in themselves. In such formal languages, meaning is based solely on position and relation within a system. Logical language is understood as a series of axioms and variables, whose application within the system can be applied universally and confer meaning by virtue of their position alone. This ‘formal’ system of language and philosophy held that the ambiguities of ordinary language were unsuitable for doing precise conceptual analysis and so language had to be translated into a formal language to which mathematical logic could apply. This language would be logically clear and precise or ‘pure’. Similarly, Willard V. Quine offered the following thought: “To be is to be the value of a variable.” Apart from the ontological commitment this statement involves, it also demonstrates how Quine’s philosophy of language holds that the objects of language (words, utterances) are to be understood as a series of axioms and variables, which are meaningless in themselves, but whose application within the system can be applied universally, attaining meaning with respect to position alone.

All ‘formal/symbolic’ systems of logic hold that the ambiguities (and ‘intensities’) of ordinary language are unsuitable for doing precise conceptual analysis, and so language first has to be translated into a formal language to which a rigorous ‘mathematical’ logic could apply. Language would be rendered logically clear and precise or ‘pure’ as a result of this operation. – George Lakoff and Mark. Johnston state:

Scientific (or philosophical) theories are systems of axioms in mathematical logic, where the symbols are meaningless and need to be interpreted in terms of set-theoretical models. Technically, a logical form in itself is meaningless—just a group of symbols. A formal language needs to be interpreted to be meaningful.

Such ‘mathematical’ languages are distinct from natural languages (‘formal’ versus ‘everyday’ language) and the underlying assumption (shared by Chomsky and others) is that for language to be precise and scientifically rigorous, it is essential to theorize from within such a formal system. In other words, within logic, it is not possible to see meaning in the symbols themselves, but only in the relations between those symbols. In them, syntax is independent of semantics, and these are a consequence of a-priori philosophical assumptions about the relation between language and thought, language and self, and language to its-self: its identity. It follows automatically that to engage with such languages, and the theories that encircle them, is to accept the world-view they partake of, and that they in turn reinforce. Logic represents the ultimate move to make language mechanical and subservient to the requirements of function. It detaches language from the human and suggests that its formal architecture is its predominant feature. In making language ‘artificial’ and unbound from the subject who speaks and writes, it further participates in the removal of language from the body, and lays the ground for the on-going elimination of intimacy and nuance in language as a phenomenon, which is created by, and for, human beings.

Language now becomes a technical instrument, part of the technologicalization of the world, which Heidegger warned against the dangers of. This kind of logical analysis most properly belongs to science, and marks the moment when philosophy becomes a form of reductive technical and formal thinking.

Subjectivity and Universal Language

Michel Foucault, in The Thought from Outside, argued that language is empty form, in much the way that logic is supposed. We fill it with subjectivity, but it pre-exists our, as a series of generic, non-particular entities. The ‘I’ becomes our identity, but one born of an empty pronoun which lies in wait for a subject to utter it. “Fated to speak, then, and to have power over speech. But only by taking over and animating the empty forms of language. Forms, concepts, that pre-exist the subject and will outlive it.” Only a determinate subject can animate the ‘I’, we speak, we blog, we confess, we
network, we dis/connect, through a language, which waits to be directed to a content. As Foucault reminds us, language, in itself, has an existence which is prior to its directedness, prior to its role in communication. It lies in wait, for a subject to inhabit it. The primary ‘I’ of language is impersonal, arbitrary, indifferent; a kind of mechanical ‘prior’ to language, which requires human agency to shape it into language in itself; returning it to the agency of human beings. However, these ideas are complicated by the contemporary technological, environment and the on-going proliferation of artificial languages, speech recognition systems and synthetic, coded forms of language.

On September the 9th 2011, an article appeared in the online Telegraph outlining an experiment in which two science students had set up a randomized conversation between a pair of Chatbots (online avatars/robots). These entities usually converse with a human being, but the experiment involved them speaking with one another (the discussion quickly turned to the existence of God). These synthetic voices lack the timbre and richness of the human voice: their timbre is fractionally, but significantly out of sync. What became compelling was observing where the break-points came in that staggered, awkward exchange; how the logic of argument quickly broke down, and the nuances and subtleties of conversational form were lost; how ‘inhuman’ it was, without being able to explain exactly why. It’s a reminder that so much of communication in is the gaps, the spaces, the interstices, in the non-informational attributes of language; in the subtleties of timing and the association with the subject who speaks. Expression in language is verification, resonce. It’s the unmediated, one might almost say erotic dimensions of language which we miss in mechanized speech: its non-representational, libidinal form. We miss its intimacy and connection to the attributes of a language, which emanates from the body. Language is much more than simple point-for-point communication, while as Friedrich Nietzsche in The Will to Power pointed out, thinking itself is an infinitely more complicated affair, happening at, or beyond limits of apprehension:

Causality eludes us; to suppose a direct causal link between thoughts, as logic does – that is the consequence of the crudest and clumsiest observation. Between two thoughts, all kinds of affects play their game: but their motions are too fast, therefore we fail to recognize them, we deny them.

Emulated speech, sampled from the various tonalities of voice, never manages to feel unshackled from its mechanical, coded foundations, and in turn its roots in pre and post enlightenment attempts to render language mechanical and abstract are exposed.

While the Situationist International, in 1963, wrote: “Under the control of power, language always designates something other than authentic experience,” Bell Labs were automating the human voice, forcing a new space to open up between writing and speech, in the poetry of code; one as fundamentally detached from authentic experience as it is possible to be. This new relation between language and experience, between the subject and language, has only just begun to be understood. Meanwhile, most of us instinctively flee from the automated voice, rejecting the cold, dispassionate, pseudo-communication of coded speech. Maurice Blanchot offers the following insight:

When When two people speak together, they speak not together, but each in turn: one says something, then stops, the other something else (or the same thing), then stops. The coherent discourse they carry on is composed of sequences that are interrupted when the conversation moves from partner to partner...The power of speaking interrupts itself, and this interruption plays a role which appears to be minor – precisely the role of subordinated alternation. This role, nonetheless, is so enigmatic that it can be interpreted as bearing the very enigma of language: pause between sentences, pause from one interlocutor to another, and pause of attention, the hearing that doubles the force of location.

Tone, timing, emphasis, modulation – these are all tiny, intramundane, but essential pointers to the ‘human’ in language, where tone of voice, pacing, and emphasis is everything. We can tell an entire story with the nuances and inflections of our speech, and with the spaces between elements. Space and time are essential components of language, and conversation is where we experience the full force of this dynamic. In conversation, a pause designates the distinction between two statements. Someone starts to speak, and is interrupted by another or, pauses voluntarily to allow the other to speak. By virtue of the voluntary or enforced interruption of the stream of words, the silence of the one becomes the ground of the other. Differently put: a space is created whereby another voice can enter the language stream and be heard: “In interruption happens for the sake of understanding,” which amounts to saying that the void is as important, if not more so, than speech itself.

But where, in this temporal structure, does true listening happen? Is conversation, conceived of as an equitable proposition really possible or simply an illusion? In the space which allows another voice to be heard, is there listening/hearing/understanding or just waiting? Given the shortness of time between the ‘something said’ of the one and the response of the other, how much thought can we realistically give to what others say? Before we respond, have we really heard? It’s not just about the structure of time and space in language, but a matter of intention, and intention is a human attribute.

Artificial voice recognition systems are ubiquitous in the technological world of late, the Siri application, automated phone systems and robots, come close to human speech, but they never replicate conversation as we understand it. Despite a somewhat uncanny-inducing near proximity to conversation, complete with carefully intonated responses, the absence of a human subject is ultimately unsettling, and unfulfilling. You know that the disembodied series of synthesized sounds, or recorded and processed ‘voice’ on the other end of the phone is ‘listening’ but not hearing. There is no comprehension, only a series of pre-programmed responses: an absence, which brings the nature of ‘conversation’ sharply into focus. As Wittgenstein said: “In a conversation: one person throws a ball; the other does not know whether he is supposed to throw it back, or throw it to a third person, or leave it on the ground, or pick it up and put it in his pocket, etc.”

We can convey disinterest, annoyance, empathy and control through such conversational nuances. How can coded language simulate these types of intramundane details of our interactions? They require a sensitive and attuned human agent, to be constantly reading for signals, and a feedback system to be in place, which allows for the subtle interplay between signs and responses, space for error and adjustment, and the ability to inhabit multiple timings. Understanding is found in the far-from-seamless flow of such interactions, it’s not a question of communication, but of ‘listening’ and ‘hearing’ differently, and of a heightened sensitivity to the most miniscule deviations from the basic structure of the message being conveyed.
CONCLUSION

Having reviewed some of the many attempts to mechanize language over time, and considered how this endeavour has removed language from the human subject and the body that produces it, the question finally becomes: which philosophical questions about language remain the same, and which change, once we enter these new linguistic contexts? Of course, the politics of information as it is expressed through language as its agent, is never far from these questions.

In 1963 and 1966 respectively, the Situationist International and Mustapha Khayat published two articles on language and power within the magazine Internationale Situationniste. The first, entitled “All the King’s Men”, offers a stark reminder of the ways in which language, in the grasp of authoritative forces, does damage to the authenticity of human experience, by always designating something ‘other’, in the servicing of capitalist ideology. The second essay: “Captive Words: Preface to a Situationist Dictionary”, goes further, in claiming that, as with René Descartes’ proposal for a “Mathesis Universalis,” thought is in danger of becoming subordinate to mathematical rigor, stripped of its insubordinate, poetic potential. Both essays reiterate the Situationist theme of resistance to the mechanization of language from the human, and the increasingly blurred lines between ourselves and the machines that produce it. These are ethical questions as well as philosophical ones, and they are in turn deeply rooted in the politics of language:

“When I use a word,’ Humpty Dumpty said, in rather a scornful tone, ‘it means just what I choose it to mean – neither more nor less.’ ‘The question is,’ said Alice, ‘whether you can make words mean so many different things.’ ‘The question is,’ said Humpty Dumpty, ‘which is to be master – that’s all.’”

In these fluid, mobile, immaterial contexts, grounded in coded speech and human-to-machine and machine-to-human translations, we need new ways of thinking through questions of what language is. ‘We need to philosophize about it differently, in a digital space and time, to take account of the on-going removal of language from the human, and the increasingly
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