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Mick Grierson - Creative Coding for Audiovisual Art: The CodeCircle Platform 
 
Introduction 
 
Audiovisual Art is a popular form of global expression. However, it is a discipline that occupies a 
liminal space between Art, Science, Music and Film. As such it can be difficult to define and 
challenging to master. Its primary roots are in experimental cinema, but also electroacoustic music 
and related practices (Garro, D 2012, Brougher, K and Mattis, O 2005). It is in many ways a 
technical art1, most often requiring low-level knowledge of computer graphics and sound synthesis 
methods. Pioneers in the field such as John Whitney Sr, Larry Cuba and Vibeke Sorensen are 
considered key figures in computer graphics history (Sito, T 2013, Sitney PA, 2002), whilst also 
being recognised as artists and composers (Moritz, W 1986). Furthermore, a number of those 
studying electronic music consider themselves creators of Audiovisual Art, and it is increasing in 
popularity in the academy. 
 
Although Audiovisual Art’s relationship to coding is less explicit, it is clearly an historically important 
element of the practice. A similar relationship persists in other fields, for example, Live Coding 
(McLean, A 2004) and ‘Creative Coding’ (Lopes, D 2009), and it is likewise challenging to define 
the boundaries of these forms of art making. Creative Computing is becoming a more widely 
accepted academic discipline, and this in turn occupies similar territory. Despite these difficulties in 
definitions, there is increased interest in Creative Technology practices, and a thirst for technical 
skills that facilitate their creation. 
 
Developing a practice in Audiovisual Art and similar disciplines can be challenging due to the 
requirements of learning the necessary technical skills. There are a number of reasons why these 
challenges are important to address. It can be argued that these forms of art are important to the 
continued development of a wide range of technologies and media. For example, in the case of 
Whitney, Sorensen and Cuba, they were amongst the first to use computers to make Audiovisual 
Art. Their contributions also incorporate the first computer generated title sequence (Vertigo, 1957, 
title graphics by Whitney), the first computer generated 3D graphics used in a movie (Star Wars, 
1977, 3D Death Star / flight control graphics by Cuba) and the inspirational paradigm for the 3D 
computer graphics software, Maya.2 This interaction between research and practice continues to 
be a feature of the discipline. As an example, our work3 on the use of generative adversarial 
networks for the creation of artworks has led to an exhibition in the Whitney Museum of America 
Art (Broad, T and Grierson, M 2017), and is considered state of the art in technical terms. 
 
More importantly, there are a great many people who would wish to develop these skills and apply 
them in their own work. Massive Open Online Courses (MOOCs) on the topic have reached very 
high numbers of participants (Grierson et al, 2013)4. However, these more global, distributed 
methods of learning reveal the need for better, more interactive coding tools. In order to more 
successfully deliver learning that can effectively develop and enhance the experience and 
knowledge of the creative practitioner, it is essential to provide better methods for understanding 
and developing knowledge of the underlying techniques and practices of the form. Improving 
accessibility to and functionality of creative computing platforms is a potentially valuable approach 
that can be used to tackle this problem. This realisation has led to the creation of a new approach 
to making Audiovisual Art through Creative Code, which we call ‘CodeCircle’ 
(https://www.codecircle.com). 
 

                                                 
1 Although not exclusively 
2 Sorensen’s Maya (1993) was funded by the National Science Foundation, led to improvements in 
stereoscopic 3D graphics approaches, and inspired the widely used software of the same name. 
3 By which I mean work conducted in the Goldsmiths Embodied Audiovisual Interaction Group 
(EAVI), specifically Terence Broad and myself in this case. 
4 Over 150,000 users have taken our “Creative Programming” MOOC – it was the first MOOC from an 
English University, and the first in the world on the topic of Creative Code. 
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CodeCircle represents an attempt to find better methods for supporting the learning and use of 
computer programming for interactive sound and graphics. It might be more appropriate to call it 
Code Circle V25, as it is the second generation of the tool, reflecting the longstanding and widely 
held philosophy of Creative Computing at Goldsmiths. It is a project that places embodied 
audiovisual interaction and creative coding at its centre. The platform fuses a number of 
approaches to writing software that are borrowed from the history of computing, including the 
notion of Interactive Programming (explored later in this chapter). Further, it introduces the idea of 
Collaborative Code, where creators can work together at the same time and on the same 
documents, which can be considered an interesting method for learning6. 
 

 
Figure 1: The Code Circle front page 
 
CodeCircle is an online, web-based programming tool created by Goldsmiths Computing. The tool 
is designed to be specifically tailored to the creation of practical work in the field. This includes 
Computer Music, Computer Graphics, Digital Signal Processing, real time interaction, Interactive 
Machine Learning, Games Development and Design. All such practices share a historical link to 
the field of digital Audiovisual Art (see below). 
 
CodeCircle consists of a browser-based HTML5 Integrated Development Environment (IDE) with 
bug detection, real-time rendering and Social features. Although many such platforms exist, 
CodeCircle uniquely fuses Interactive Programming with Collaborative Coding, providing Just in 
Time (JIT) compilation (where available) alongside real-time, socially oriented document editing in 
the browser. Users can work together on software that features accelerated computer graphics, 
buffer-level audio, signal processing, real-time user interfaces, and any other HTML5 / CSS3 / 
JavaScript compatible features they wish to use. Crucially, updates to the program code are 
simultaneously pushed to all connected users and then immediately rendered, enabling a novel 

                                                 
5 It is important here to acknowledge Prof. Mark d’Inverno and Dr Matthew Yee-King, whose European 
Commission-funded Framework Programme 7 project, PRAISE, led to the creation of the first CodeCircle. 
Version 2 was a complete redesign as part of research in the Embodied Audiovisual Interaction group (EAVI) 
at Goldsmiths, undertaken by Matthew Yee-King, Jakub Fiala, and myself. 
6 It is our understanding that our new version of CodeCircle represents the first time this method 
has been used for pedagogical purposes in this field. 
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form of instant, interactive collaboration that is not available in any other platform to our knowledge 
at the time of writing. 
 
What follows is an attempt to properly define the requirements for CodeCircle based on informed, 
pedagogical and creative practice needs. This is done through a brief definition of Audiovisual Art 
methods in the context of Creative Computing, further contextualising its position as a domain of 
enquiry that depends on and informs technological innovation in sound, graphics and interaction. 
We also briefly explore and delineate Creative, Interactive, and Collaborative coding, including key 
associated benefits and problems, before describing how these features form part of the design of 
the CodeCircle platform, and providing examples of its use and evaluation. 
 
Audiovisual Art: A Brief Definition 
 
Audiovisual Art is a modern artistic discipline and a global phenomenon, with leading artists 
including Ryoji Ikeda, Ryoichi Kurokawa, Paul Prudence, and many others who, although less well 
known, produce work of very high quality. The ease by which artists can distribute their work online 
has not diluted the field - rather it has demonstrated its potential to create new audiences, even in 
its most abstract, experimental forms. As mentioned above, the technical difficulties associated 
with its production, particularly in real time interaction contexts, have naturally led to its association 
with technological and scientific progress. As such it is closely aligned to other disciplines that fall 
within the broader academic field of Creative Computing. 
 
Despite its popularity and success, Audiovisual Art is a discipline that is misunderstood and poorly 
characterised. Academics from related disciplines, such as Music, Digital Media Arts and Film, 
tend to think of Audiovisual Art as a subfield of their own, perhaps because that is how it has 
emerged from the perspective of these academic disciplines, and also perhaps because of the 
natural territoriality of academics with respect to the disciplinary specificity of their fields (Birtwistle, 
A. 2010). Authors naturally focus on those aspects of the field that fit the remit of their discipline 
(for example, Garro, D 2012 explores the field in terms of music, Lopes, D 2009 contextualises it 
as operating within Creative Coding). Filmmakers who make music, or musicians that have made 
films, may refer to their work as Audiovisual Art, but terms such as ‘Film’, ‘Music Video’ and ‘VJing’ 
are often sufficient to describe such practices. I assert that neither the historical nor the emerging 
canon of Audiovisual Art could be properly described by those terms. 
 
What best characterises Audiovisual Art is the long-established practice exploring relationships 
between formal ideas and experiential observations shared across image and sound composition 
(Mcdonnell, M 2010, Lund, C. and Lund, H 2009). Much of this can be thought of as extending the 
concept of Visual Music (Moritz, W 1986). The earliest works of Visual Music were preoccupied 
with formal characteristics of music composition applied to image making, in all probability due to 
the lack of sufficient vocabulary to describe abstract time-based media concepts in the visual arts. 
In addition, grammars of visual composition, such as Graphic Design principles developed by 
Bauhaus tutors, including Johannes Itten, follow a line of thought derived from their colleague’s 
early experimentation in similar fields (Itten, J 1975). 
 
The early work of John and James Whitney (Abstract Film Exercises, 1948), and certain of Norman 
McLaren’s animations (for example, Dots, 1942) are known for their extraordinary innovations in 
sound synthesis. These innovations were primarily achieved through the application of techniques 
from the visual arts to sound practice, namely drawing and animation7. It should be noted that in 
both these cases, the works mentioned aimed to create and explore an abstract, unified, 
audiovisual production method and outcome: abstract so as to highlight the formal relationships 
between the two media, and unified in such a way that neither image nor sound would be 
meaningful without the other. So it is clear that Audiovisual Art predates electroacoustic music as a 

                                                 
7 John Whitney is recognised as one of the fathers of computer graphics, and motion graphics more 
generally (Moritz, W 1986). 
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field of enquiry incorporating experimental sound synthesis, and also that it has its own aesthetic 
concerns. 
 
These explorations are now known to exploit dedicated multi-sensory cells in the brain, that only 
fire when strong audio-visual connections occur. It is known that these effects cause modulation in 
attention mechanisms, leading to a concrete, observable form of complex neurological stimulation 
from wholly abstract material. When added to the consideration that this stimulation is involuntary, 
we get much closer to a fuller understanding of Audiovisual Art as an art form. The notion of a 
physically affective experience, created through effective connections between abstract image and 
sound, lies firmly at the centre of the practice. 
 
So to summarise, it is three things that most accurately characterise Audiovisual Art. First, the 
focus on the audiovisual experience over the musical or visual, for the purposes of specifically and 
directly modulating attention through multisensory stimulation. Second, the use of abstraction to 
focus the work on these experiential qualities, as opposed to other qualities such as story, 
characters, context - elements that might detract from the experience of the relationship itself. 
Third, the development and application of new technological approaches to more effectively 
explore these principles in practice. We can consider the CodeCircle project, presented here, as an 
example of such a practice, but it is also more coherently understood as an attempt to enhance 
pedagogy around such practices (see below). 
 
The Importance of Code in Audiovisual Art  
 
Audiovisual Art often focuses on pattern making - sonically, visually and as an audiovisual 
interaction between the two. One of the central challenges of Audiovisual Art is to improve the 
manner by which such patterns and relationships can be explored. Non-real time methods for 
Audiovisual Art have been, and continue to be, functionally identical to standard film-making and 
animation practice in the majority of cases. However, the problem with such approaches is that 
although it is far easier to generate high-quality visual art and sound in non-real time, it is more 
challenging to create and explore strong connections between the two streams, largely because 
production methods do not afford for the easy sharing of data or information across sound and 
image. For example, most video post-production tools do not allow audio data to be analysed by 
feature extraction tools, or images to be synthesised based on their relationship to sound. This is 
important, because, as I have stated in the past (Grierson, M 2005), textural information - for 
example, the timbre of a sound, or the visual texture of an image, can be considered of primary 
importance in Audiovisual Art and Composition - more so than simple, temporal mapping or 
alignment between data streams (Abbado, A 1988, Ikeshiro, R, 2013). 
 
In order to capture and explore textural relationships between sounds and images, composers 
require access to raw data – the ability to both generate and analyse pixels and audio samples, 
including any associated features that can be derived from them. One of the most efficient and 
powerful methods for achieving this is through signal processing at the level of computer code. To 
be absolutely clear, without code and algorithms, no form of digital artmaking would be possible at 
all. 
 
Therefore, code is a primary medium for the production of Audiovisual Art. Code can therefore be 
seen as central both in real time and non-real time audiovisual composition. It could even be said 
that to a large degree, the field of Audiovisual Art and Composition is dominated by code. One 
can produce a work in real time, and / or render a high definition version of a piece in non-real 
time, but to do so relies upon code. There are exceptions, such as analogue video synthesis and 
physical systems, and such practices definitely deserve special attention, but the definition and use 
of these approaches is not the subject of this chapter.  
 
Creative Code and Interactivity 
 
Historically, artists from the world of fine art are not often considered to be programmers, and vice 
versa. There are welcome exceptions to this, as already mentioned, and one or two key historical 
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events that are well known, such as the 1968 Cybernetic Serendipity Exhibition. However, coders 
are often seen as technicians, and artists seen as visionaries. This is not always the case in the 
fields of Computer Music and Computer Graphics, where computer-use is primary. It is important 
to remember that John Whitney Sr., considered by many to be the first computer graphics artist, 
canonised the term ‘Audiovisual Composition’, and I consider it in much the same manner he 
described (Whitney, J. 1980)8. Furthermore, Computer Music pioneers were as preoccupied with 
art-making as with signal processing – for example, Daphne Oram pioneered synthesiser design9 
in the United Kingdom whilst also attempting to define electronic music as a compositional 
approach (Oram, D 1972).  
 
Despite these exceptions, computer programming is not historically associated with the arts in the 
broadest sense, and even within the above fields, artists often see programming as a technical act, 
performed by technicians, not artists10. This view leads to the frequent pairing of artists or 
composers with technicians for the realisation of digital artworks11, and tends to lend weight to 
assumptions that technical skill is not a requirement in order for creative acts to be produced. 
However, this approach is contrasted by recent practices such as Creative Code, where craft and 
technique are essential for the realisation of artistic expression. It is fully accepted that to many, 
the notion of technique being central to any creative art is in itself an anathema, but it is entirely 
clear it is the confluence of science, technology and art, and the mastery of that liminal space 
between them, that leads to Audiovisual Art, Creative Code and related practices. 
 
In the last decade there has been a noticeable increase in the number of artists working with code 
as material. This can be attributed in large part to the increased accessibility of online educational 
resources, related creative coding software tools such as Processing (processing.org), 
openFrameworks (openframeworks.cc), Cinder (libcinder.org), Supercollider 
(supercollider.github.io), and visual data-flow languages such as Pure Data (msp.ucsd.edu), Max 
(cycling74.com) and VVVV (vvvv.org)12. 
 
These resources have made it much easier to code, whilst increasing access to the knowledge 
required to do so. With the use of carefully constructed languages, simplified programming syntax, 
and well-documented examples, these environments make it more possible for artists to hone their 
craft, and develop creative ideas interactively. This has allowed them to engage in more 
meaningful contemporary art making, ushering in the era of Creative Code. 
 
However, such resources are not without their problems. The nature of the workflow is much the 
same as traditional programming in many cases, specifically those that feature textual 
programming. Perhaps you type code into an Integrated Development Environment (IDE). You 
compile your software (which can easily take minutes). You watch it run and interact with it. You 
attempt to improve it - without necessarily being clear with regard to the impact of your edits, then 
wait for your program to compile before you can experience it again. This is, in some ways, very far 
from an embodied experience, and not something we would associate with a natural, human-like, 
creative process, such as plucking a string on a Cello, or striking a Drum. 
 
Visual data-flow languages such as Max, Pure Data and VVVV are more interactive, and perhaps 
as a result, more embodied than traditional approaches. For example, both Max and PD run 
software interactively as the program is edited. This provides a useful affordance – the experience 
of your edits is immediate. It is possibly for this reason that visual data-flow approaches are 

                                                 
8 Although he worked mainly in the field of graphical signal processing in later life. 
9 The Oramics Machine is amongst the first music synthesisers to feature digital control 
10 This presents a subtle paradox, as one could say the same of any musician whose instrument requires 
technical skill. 
11 A practice which is common at a number of institutions including the eminent Institut de 
Recherche et Coordination Acoustique/Musique (IRCAM). 
12 VVVV is used by many Creative Coders who focus on the visual arts, but it is generally similar to Max / 
PD. 
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popular amongst musicians, as musicians often use real-time feedback and experience-led 
approaches in order to understand how their creative acts unfold in the world. 
 
However, although this affordance is welcome, and in some cases, inspiring, unfortunately, the 
restrictions surrounding the visual data-flow paradigm can make certain forms of signal processing 
more challenging to learn and understand. For example, I would argue it is more challenging to 
compute buffer-level signal processing in visual data flow languages than it is to simply program 
them using traditional methods13. This is particularly the case if users engage with a specifically 
designed C++ DSP toolkit that has been designed to be easy to use, such as Maximilian 
(https://github.com/micknoise/Maximilian). So - to summarise - if the language and syntax of 
textual programming methods are good, but the interaction method is not, and if visual data flow 
environments have better interaction, but are not flexible enough to code bespoke signal 
processing routines, what are the next logical steps, and how do they impact on our design 
decisions for CodeCircle? 
 
Just-In-Time and Interactive Programming 
 
Interactive Programming describes a process whereby code compiles and runs whilst it is being 
written. The idea has been incorporated into CodeCircle in order to address the issues raised 
above regarding the lack of an interactive feedback process in traditional programming, in the hope 
that it will help make learning to program more experiential and embodied. The idea has many 
potential benefits, one being that it may allow the user to understand more quickly the relationships 
between their actions and any associated outcomes, increasing the likelihood that their actions 
might be implicitly associated with the output of the program directly. This may increase the 
possibility for intuitive leaps to occur, whilst also making the process of programming considerably 
more engaging. Useful for programming where the desired outcome or problem is not fully known 
or understood, this method is a strong candidate for practices such as Computer Music and 
Audiovisual Art. In fact, it has flourished in this domain, with Max / PD and Supercollider being 
prominent examples. 
 
Interactive Programming tools most often use a Just In Time (JIT) approach. JIT platforms have 
been around for decades in a variety of forms (McCarthy, J 1960). Contemporary C++ compilers 
such as LLVM now have the capacity for JIT compilation that can enable Interactive Programming 
(CLANG). The contemporary C++ framework, JUCE, now includes an Integrated Development 
Environment (IDE) based on the principle (The Projucer, 2015). The Chuck programming language 
can also be described as an Interactive Programming platform (Wang, G 2008). 
 
Such approaches have become very powerful in the domain of JavaScript web applications, 
particularly since contemporary browsers began to support JIT compilation, greatly accelerating 
JavaScript, which is an otherwise interpreted language. Modern browsers now support JIT 
compilation of accelerated graphics (the graphics framework, webGL was finalised 2011), and 
buffer-level audio DSP (the webAudio framework was finalised 2014, and is now the subject of a 
regular academic conference, WAC (The WebAudio Conference)). Platforms such as 
glslsandbox.com and shadertoy.com are excellent examples of contemporary Interactive Coding 
platforms that rely on such processes. These are used by learners and visual artists alike to 
develop and demonstrate their skill, and tools such as livecodelab.net use the same approach 
(graphically at least), coupled with a hugely simplified yet elegant syntax to achieve the same 
results with children who are learning to code. What is crucial here is that these platforms are 
becoming a central mechanism whereby people learn to code for creative purposes. I would argue 
that these platforms, specifically shadertoy.com, glslsandbox.com and livecodelab.net, represent a 
step change in how people now engage with Audiovisual Art and Creative Code. 
 
Live Coding and Interactive Programming 

                                                 
13 Consider implementing a time-domain convolution reverb in Max or PD and you might see what I mean. 
What is just a few lines of code in C++, can be very challenging to program in Max or PD. 

http://glslsandbox.com/
http://toy.com/
http://livecodelab.net/
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Although there is a great deal of crossover between Interactive Programming as an approach, and 
the Live Coding movement represented by collectives such as TOPLAP, Interactive Programming 
is a separate field of interaction research. In addition to the use of ideas from the field of Interactive 
Programming, Live Coding highlights concerns that are fundamentally performative, aesthetic, 
cultural and conceptual in nature - such as the imperative for performers to show their code to 
audiences, and the importance of performer or domain specific language design. Interactive 
Programming is an interaction technique, and not concerned with aesthetics or culture, instead 
being focussed on problem solving issues, including learning, usage, experience and output. It is 
clear, as has already been mentioned, that Live Coding is a form of practice that shares a number 
of similar approaches and methods with Audiovisual Art and Creative Code generally. As a result, 
concerns raised here may well apply across such practices. However, it is important to recognise 
that Interactive Coding is a technical solution to an interaction problem that has been the subject of 
debate for over 50 years, whereas Live Coding is considerably more than just this – it is an artform 
with a number of different technical and aesthetic challenges14. 
 
Importantly, the JavaScript-based, Interactive Programming tools mentioned earlier use more-or-
less immediate interpretation i.e. they execute code as soon as the user finishes typing. It is 
perhaps this which is most interesting to our discussion with respect to embodied interaction, 
learning and use in the context of programming. However, this approach may not always be a 
useful or recommended Live Coding technique. For example, this specific method makes it difficult 
for the user to dictate when the code will be executed – it is executed immediately, and following 
any further edits, it will execute from the start once more. In Live Coding, specifying precisely when 
code runs can be central to a live performance. 
 
Nevertheless, it is clear that there are shared concerns between the more or less technical field of 
Interactive Programming, and Live Coding, as evidenced by the excellent livecodelab.net, and 
other impressive platforms such as Tidal15. However, it is clearer to say that Interactive 
Programming is a technique that features in some forms of Live Coding as well as other fields of 
practice, but that on its own is not ‘Live Coding’. This does not mean that Interactive Programming 
platforms such as CodeCircle cannot be used for Live Coding, just that they might not be a very 
good choice for doing so, as the program will keep being interrupted. It is fair to say that 
CodeCircle could be used as a Live Coding platform, but as such, being that it currently only 
features Interactive Programming methods as a means to solve interaction issues, it might not be 
the best platform available for such purposes. 
 
Collaborative Coding 
 
As the name suggests, Collaborative Coding describes a process where different people 
collaborate to write a single piece of software. This is a common practice, made more effective with 
version control tools such as git16 (by Linus Tovalds, creator of Linux), svn and similar. These tools 
provide a central online repository where all code is stored. Users make copies of this repository, 
make edits, and then submit edits back to the repository. Any conflicts between different user’s 
edits are managed at that point. This process helps to ensure that edits to code by different people 
can be more effectively controlled and integrated, for example, when they happen at similar times, 
or when they relate to the same precise section of any particular piece of code being edited. It is 
safe to say that almost no software is or should be written without the use of some form of version 
control as described above17. 
 

                                                 
14 For an introduction to the culture and practices of Live Coding, visit https://toplap.org 
15 https://tidalcycles.org 
16 https://git-scm.com 
17 At Goldsmiths, all computing students must use git version control, regardless of the complexity of their 
task 

http://livecodelab.net/
https://toplap.org/
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A similar, more interactive kind of collaborative coding has recently emerged in new software 
development platforms such as cloud9 (c9.io), collabedit.com, and etherpad.org. Users can see 
each other’s edits immediately, or at least as soon as possible after they occur. This kind of 
interaction can be experienced in google’s popular ‘google docs’ platform18, but it is not supported 
by any major professional development environments, such as Windows Visual Studio, or Xcode. 
This may be with good reason, but as little is currently known regarding the possible impact of this 
new approach, it remains a largely unexplored territory. 
 
The advantages of such collaborative approaches are numerous. Programming can be a highly 
challenging task, and code sharing is common. Supporting code sharing in this way seems 
eminently sensible, allowing users to work together on complex programming problems – for 
example, composers and artists often work together when generating various forms of art. 
However, computer programming is more or less considered a solitary task – and it need not be. In 
education and the creative arts this new method may be hugely important. For example, teachers 
could comment on student work, make suggestions, and monitor group work in real-time with the 
advantage of knowing precisely what each student has contributed. It can also facilitate peer 
learning, rewarding students for social interaction and assisting other learners through mutual 
shared experience. Finally, it may bring to light collaborative approaches reflecting improvised 
composition and performance, that would otherwise not emerge in the Creative Computing 
discipline. As we will see, it is a founding element of CodeCircle for precisely these reasons.  
 
CodeCircle 
 
CodeCircle has been developed using the Full-Stack web development framework, Meteor 
(www.meteor.com), in collaboration with Dr Matthew Yee-King, and Jakub Fiala (Fiala et all, 2016). 
Meteor is an excellent tool for creating websites that feature multi-user interaction. This is due to its 
support for reactive architectures. Users interact with databases that automatically update 
themselves when clients or servers cause or detect changes to database elements.  We adapted 
this approach, applying it to the development of a web-based programming tool, rather than using 
it for the purposes of website design specifically. We do this by referencing code documents as 
database objects, whilst recording code edits as user-specific database entries. Crucially, we 
render the document in the browser, with the code window on top and to the right, as can be seen 
in figure 2.  
 
Figure 2 shows the main interface for the document editor. On the right hand side one can clearly 
see the code edit window. This is a version of the ACE code editor (https://ace.c9.io/). The ACE 
code editor includes highlighting for different languages (HTML5, CSS3, JavaScript, Coffee Script 
etc.). We have also included support for dynamic error checking using JSHint (http://jshint.com). 
This combination is powerful – providing instant, in-place feedback on code edits, allowing users to 
understand the implications of their creative coding decisions more fluidly. Figure 2 also shows that 
the file has been edited by a number of authors, represented by individual usernames on a green 
background in the upper right section of the document window. By parsing the database, it is very 
simple to discover which edits were created by which users. This is of the highest importance with 
respect to assessing document ownership and individual effort. In this way, group projects can be 
undertaken with confidence that convincing evidence will be available to indicate the provenance of 
any code excerpts within a document. Furthermore, information about how people code can be 
analysed offline and used to help better understand the kinds of strategies people might use in 
certain circumstances. We have used this approach to gather data on thousands of users in order 
to better understand the creative, exploratory strategies that might help people develop better work 
(see below). 

                                                 
18 https://www.google.com/docs/about/ 

http://c9.io/
http://etherpad.org/
http://jshint.com/
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Figure 2: The basic CodeCircle Interface. The code editor is on the right. Above the editor are file 
operations, including elementary permissions. The code is rendered underneath. 
 
 
Figure 2 also shows an interactive session featuring buffer-level signal processing. A discussion 
regarding how to implement stereo audio is visible in the collapsible comments pane. Here we can 
see the potential educational value in terms of remote tutorial support. 
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Figure 3: WebGL shader code executing in the Code Circle platform 
 
Figure 3 shows the potential for accelerated computing provided by the platform. The screenshot 
shows a template created in order to instruct students regarding how to implement a basic 
fragment shader. The template has been specifically designed to be compatible with 
glslsandbox.com, a popular Interactive Coding platform - documents can be copied and pasted 
directly into CodeCircle. In addition, the comments section gives specific advice to beginners 
regarding how to improve the performance of the graphical content - a factor that varies from 
machine to machine.  
 
The Maximilian C++ DSP framework has been converted to JavaScript via emscripten 
(https://github.com/kripken/emscripten), a tool that transpiles19 C++ code to JavaScript. This 
provides comprehensive, buffer-level support of professional level synthesis, sample manipulation, 
granular synthesis, FFT / iFFT-based manipulation, Music Information Retrieval and Atomic 
(wavelet-based) synthesis, and many other features not supported by the webAudio framework. 
The webAudio framework is an excellent innovation, standardising digital audio across all modern 
browsers, but there are some specific electronic and computer music approaches that it does not 
support. Transpiling offers the opportunity for users to such methods, with the same functionality 
as complex C++ signal processing libraries, whilst interactively programming in a web browser. 
 
In addition to buffer level signal processing and accelerated computer graphics, the platform 
supports comprehensive asset loading and manipulation. Samples, images, video and other assets 
are uploaded to the platform, and then stored in the database alongside the document. When a 
document is forked (copied by another user), these assets migrate with the document. When a 
user downloads any document, all assets are contained within it, and the document can be run in 
any web browser with all such assets, without the need of a webserver20. 

                                                 
19 As opposed to compiling – specifically the library is compiled into bytecode first, and then translated or 
‘transpiled’ to asm.js, which is a low-level form of JavaScript. 
20 This functionality represented a considerable technical challenge, specifically relating to cross-
domain requests and other issues. 

http://glslsandbox.com/
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Figure 4: C++ DSP code transpiled and running in the CodeCircle platform. 
 
CodeCircle in the wild 
 
This new, interactive version of CodeCircle has been in active development online since late 2015. 
During that time we have used it for the delivery of two MOOCs, one as part of an international 
collaboration with the Los Angeles based online learning provider, Kadenze, and a second with UK 
MOOC provider, Futurelearn (produced by Dr Matthew Yee-King). The Kadenze programme was a 
ten-week course in Audiovisual Art, supporting thousands of learners. Learning materials on audio 
signal processing, visualisation techniques, computer vision, algorithmic composition methods, and 
other key topics were presented as runnable documents on CodeCircle (which are still freely 
available at codecircle.com). Students were instructed to make copies of example code, and work 
through video tutorials delivered by the Kadenze.com platform to explore Audiovisual Art-making 
principles. All assignments were completed on the CodeCircle, allowing us to perform statistical 
analysis to more fully understand how students learn to program for creative practice. 
 
Analysis of activity by users attempting to complete specific tasks in audiovisual processing, 
undertaken by Dr Matthew Yee-King, Professor Mark d’Inverno and myself, have demonstrated a 
potentially important finding we have reported at the 2017 ieee EDUCON conference (Yee-King, M 
Grierson, M & d'Inverno, M 2017). Our results suggest that students who are engaged in 
programming for the purposes of creative activity of their own devising, such as the creation of 
artworks and similar projects, tend to achieve higher grades in programming tasks than students 
engaged in more traditional Science, Technology, Engineering and Maths (STEM) exercises. The 
evidence for this comes from the number of delete operations carried out by highly achieving 
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learners. In our study, delete operations are significantly statistically correlated with higher grades, 
and also with creative arts methods21. 
 
This result suggests that the platform itself is useful for exploring creative approaches to 
technology-enhanced creativity, a subject that sits right at the heart of Creative Computing, and 
Audiovisual Art specifically. This work is ongoing, but does appear to evidence that the design of 
CodeCircle may help to more effectively reveal the significance of this liminal, poorly-defined space 
that Creative Computing practices occupy between Science and the Arts. 
 
We have also been able to use CodeCircle to explore methods that are only now emerging in the 
field of Audiovisual Art and Creative Code, such as Machine Learning (ML) for electroacoustic 
music. For example, we present work towards rapid prototyping of electronic musical instrument 
interfaces using Interactive Machine Learning (IML) in “Rapid Prototyping of New Instruments with 
CodeCircle” (Zbyszyński, M et al, 2017). This work shows how creative coders can use machine 
learning to help develop better interactive tools through the use of our own machine learning 
libraries embedded in the CodeCircle interface (the rapid-mix-api). The machine learning 
Application Programming Interface (API) we have developed is based on Rebecca Fiebrink’s 
Wekinator (Fiebrink, R, and Cook, P, 2010), and has been developed as part of the project, 
RAPID-MIX22. 
 
Examples of Work Created on the Platform 
 
Overall there are currently several thousand users on the CodeCircle platform, each with a number 
of documents. This creates something of a problem, in that it is quite hard to find specific examples 
of good practice amongst the available material. However, by browsing the platform, and looking at 
the data in order to discover documents that are more popular than others, it has been possible to 
extract a number that are of interest. Because the platform is online permanently, it is possible to 
retrieve specific work by student learners that demonstrate the potential of the platform by URL, 
and this has been done on occasion. Importantly, as is the case with other Creative Coding tools 
mentioned earlier in this chapter including Max, PD, openFrameworks etc., users most often use 
the platform to sketch out ideas, and only a very small number of public documents feature 
completed works. Documents produced by the community include basic demonstrators for sound 
generation and composition methods, audiovisual instruments as well as a few presentable pieces. 
Below are some examples of such works. A video of some of these examples, and a great number 
of others can be found at https://www.doc.gold.ac.uk/~mus02mg/cc.mp4. 
 
The example BMinorThing by user ‘pressxtoskip’ demonstrates proximity based audiovisual 
synthesis, where the volume of specific partials relates to the distance of a single circle in relation 
to a series of static circles. The first circle is controlled with the mouse, and as this circle 
approaches other circles in the composition, the amplitude of a specific partial or set of partials is 
increased as a function of the distance. Visual links between each element in the system are 
drawn thicker as objects get closer together, reinforcing the relationships between each partial and 
the dynamic system that controls them. This creates a simple audiovisual instrument that can be 
used as a basis for generating harmonic textures. 
  
 

                                                 
21 d’Inverno, Yee-King and myself reflect on how this might relate to John Dewey’s notions of 
experience, creativity and ‘Inquiry’, put forward in Art as Experience (1934), and Logic: The Theory 
of Inquiry (1938). See (Yee-King, M., Grierson, M., & d'Inverno, M., 2017) 
22 Funded by the European Commission, Horizon 2020. The IML tutorials are freely available on 
CodeCircle.com, tagged RAPID.  

https://www.doc.gold.ac.uk/%7Emus02mg/cc.mp4
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Figure 5: BMinorThing by ‘pressxtoskip’, https://live.codecircle.com/d/cxuENqhG9ifkfkLHN 
 
Yee-algo pattern FX is a simple Audiovisual Composition by user ‘cyleung274’, the username for 
whom appears to be a pun on Cycling74, which is the name of the company who make the popular 
creative programming platform, Max.  

 
Figure 6: Yee-algo pattern FX by ‘Cyleung274’ https://live.codecircle.com/d/LyRCpnLw9tf9YoGiA 
 
This work features the use of webGL and Maximilian, used together to create a scene with ‘techno’ 
aesthetics, using neon-like primary coloured geometry on a white background, with synthesized 
audio. 
 

https://live.codecircle.com/d/cxuENqhG9ifkfkLHN
https://live.codecircle.com/d/LyRCpnLw9tf9YoGiA
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Other webGL work includes a series of experiments with GLSL, where accelerated graphics is 
used to render complex scenes quickly. One such example is shown below. It is by a user on the 
second year Creative Computing programme at Goldsmiths, and shows a 3D sphere being 
deformed by frequency modulation. 
 

 
Figure 7: A sphere being deformed by Frequency Modulation on the CodeCircle platform. This 
work was created by a second year undergraduate student enrolled on Goldsmiths’ Creative 
Computing programme. 
 
The artist Memo Akten (www.memo.tv) produced a tutorial for the CodeCircle Audiovisual Art 
MOOC on Kadenze, where he presented a series of code examples that helped users learn how to 
build dynamic systems, specifically particle systems23. A screenshot of the final work can be seen 
below. On the video, you can see the dynamic behavior of the particle system, and hear how it 
impacts on the sound synthesis approach. This example incorporates some excellent 
programming, and, although it is only an example, represents a very interesting approach to 
generating Audiovisual Art. 
 

  
Figure 8: Two screenshots from Memo Akten’s Particle system example. 
  
                                                 
23 A particle system is a method often used in computer graphics whereby individual elements, or 
‘particles’ appear like a group, often by being programmed to behave in certain specific ways, or by 
following certain rules. They can be thought of as different to swarms, as they are not necessarily 
attempting to emulate life of any kind. They are often used to generate clusters of physically 
modeled objects, like elements in an explosion. 

http://www.memo.tv/
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Figure 9 shows a 3D superformula algorithm being explored by a student, who are themselves 
extending one of the given examples provided on the platform. In my experience, students 
sometimes consider the superformula mysterious and challenging. It allows a large number of 
shapes to be generated by quite simple means, and was patented by Johan Gielis in 200524. 
However, it is nonetheless remarkably simple, being an extension of quite basic methods for shape 
generation in spherical coordinate systems, useful for creating curved shapes with polar 
coordinates. It is similar in fact to the approach Whitney describes in Digital Harmony (Whitney, J 
1980). The work has been extended by a number of students at Goldsmiths, including Kingsley 
Ash, who used the superformula for Audiovisual synthesis25. The superformula is also used by the 
Audiovisual Artist Paul Prudence in a number of his pieces, including the phenomenal work, 
Cylotone II26. 
 
 

 
Figure 9: A wireframe Superformula on CodeCircle 
 
There are a range of very interesting audio-only works on the platform, some of which can be 
heard in the video referenced above. These explore a range of approaches to sound making, and 
are offered up with full source code – as all CodeCircle documents are – to the community. One 
example features the use of DSP methods taken from chiptune aesthetics. This is fascinating, 
particularly for those not familiar with early digital audio synthesis on personal computing platforms. 
The example makes great use of bitwise operations, where calculations are performed based on 
individual bits, rather than bytes27. In this way, the mathematical operations, rather than being 
performed on real numbers, are performed on 8 bit number representations.  
 
There are a great many more documents on the platform, and they contain a range of fascinating 
approaches by students on our MOOCs, undergraduate and postgraduate programmes. For a 
greater selection of such examples, please visit the platform at http://www.codecircle.com, and see 
the example video here: https://www.doc.gold.ac.uk/~mus02mg/cc.mp4. 
 
Conclusion 
                                                 
24 EP patent 1177529, Gielis, Johan, "Method and apparatus for synthesizing patterns", issued 
2005-02-02 
25 https://freshyorkshireaires.wordpress.com/portfolio/kingsley-ash-superformula004/ 
26 http://www.paulprudence.com/?p=553 
27 https://live.codecircle.com/d/xCZs38ihyxxRBupdW  

http://www.codecircle.com/
https://www.doc.gold.ac.uk/%7Emus02mg/cc.mp4
https://live.codecircle.com/d/xCZs38ihyxxRBupdW
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From our initial experiments using the platform, a key question that has arisen has been “Is 
language design really more important than interaction approach?” The reason for this question is 
best explained with reference to earlier arguments in this chapter regarding interactivity. With 
respect to well-known Creative Coding platforms such as those already discussed, language 
design has been the fundamental area of concern. However, our experience demonstrates the 
possibility that with real-time, Instant, Interactive Programming, fuelled by powerful JIT compilation, 
the use of more complex syntax may be made easier, as the distance between the act of creation 
and the experiencing of the outcome is as small as is practicably possible. Our platform supports 
any language or framework that can be run in JavaScript (including C++). However, as feedback 
and debugging is detailed and instantaneous (see Figure 5), it may not be necessary to sacrifice 
the power and detail of a language in order to increase ease of use. What this means is that 
although language design is important for a number of reasons, it may be that the interaction 
method has a greater impact on the ability of users to use code to create art.  
 

 
 
Figure 10: Note the white pop-up window and hazard symbol above, clearly indicating code errors 
on line 131, and providing relevant reparatory advice. 
 
Indications that transpiled C++ code may out-perform some embedded browser features require 
significant scrutiny. The notion of C++ code running in JavaScript may cause many developers to 
be sceptical, mainly as a result of the generally poor performance of JavaScript when compared to 
C++, but there is at least some comfort in the possibility that whatever the truth of this, the general 
approach could yield significant benefits in terms of functionality, accessibility and learning. 
 
On the subject of Collaborative Coding, it seems clear that the social features can promote 
engagement and improve learning. My own experience is that the approach has led to very quick 
improvements in collaborative projects. The ability to witness changes to the code in real time, and 
understand the outcome of those changes immediately, is a feature that has generated great 
excitement, energy and engagement amongst users.  
 
A possibly negative aspect of real-time collaboration in this context has been the potential for 
anarchic and irresponsible action. Users sometimes found that other users would break code in 
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their absence, or occasionally, in front of them. On the other hand, there is an element of this that 
might add to creative outcomes; notions of hacking, breaking and cracking are an important part of 
both the creative arts and also computing culture, and the humorous outcomes it can lead to are 
potentially compelling. CodeCircle allows users to backup, duplicate and hide their documents, yet 
it is clear that such breakage can be compelling - there is something magical about the notion of a 
random editor copy-pasting a running 3D world into another person’s document. So CodeCircle 
projects sometimes become deliberately broken. However, the platform allows all such 
adjustments to documents to be easily repaired, Exactly how we will allow such interactions to 
manifest is still emerging, but at present, users must protect their documents to ensure that they 
work, and it may be that this happens by default in the future. 
 
The CodeCircle project has allowed us to explore better methods for embodied, globally oriented 
Audiovisual Artwork creation. The platform potentially improves access and support for creative 
practitioners exploring Audiovisual Art, and other related areas of Creative Computing practice, 
whilst simultaneously allowing us to better understand the impact of interaction and language 
design in the context of technology art practices. The platform is free to use, and contains a large 
number of interactive coding examples that we continue to use in teaching and research. Finally, 
the platform received funding in November 201628 to facilitate its development and maintenance as 
a teaching resource. This will allow the project to continue for the foreseeable future, aiding the 
dissemination of knowledge, methods and approaches that remain core to Audiovisual Art making 
and related creative practices. 
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