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ABSTRACT
This PhD work aimed to better understand how 1) existing and near-future digital 

technologies are used as tools for abuse and surveillance within the context of intimate 

partner abuse (IPA), and 2) to design support solutions for survivors.

In order to do so, a codesign methodology was adopted alongside IPA survivors and 

NGO support workers.

The first phase of the work aimed to extend existing knowledge of the landscape and 

problem context through interviews with survivors and support workers, as well as 

an analysis of online forum data where survivors engage in peer-to-peer support. The 

results allowed for a better understanding of the different ways in which technology-

 -facilitated abuse is perpetrated, how victims make use of technology within the bounds 

of an abusive relationship, as well as the gaps in professional and peer advice given 

to victims regarding digital privacy and security.

The second phase consisted of several codesign workshops with survivors and 

support workers, which focussed on smart home devices and IPA. In the workshops, 

we collaboratively understood the threats posed by novel smart-home devices, how 

these devices are used for surveillance and abuse, the support currently available to 

victims, and, as before, survivors’ and support workers’ gaps in digital privacy and 

security knowledge. We also codesigned a series of ideas for improving the support 

available to victims regarding digital privacy and security management, alongside a 

series of ideas for improving the interpersonal privacy afforded by smart home devices.

The final stage involved developing a support service — in this case, a chatbot — to 

address the issue of technology-facilitated IPA alongside participants, as well as a 

co-evaluation of the outcome. The codesigned chatbot is now entirely owned and 

maintained by one of the largest UK-based charities supporting victims of IPA.
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DEFINITIONS
Gaslighting refers to behaviours intended to make another person doubt their own sanity, 

memory, and sense of reality. Such behaviours include denying facts and events that 

took place, purposeful misinformation and contradiction. For example, denial by an 

abuser that previous abusive incidents occurred is a common form of gaslighting. 

Interpersonal privacy refers to the disclosure, or not, of information about an individual to 

others with whom they have an interpersonal relationship. Interpersonal relationships 

can be, but are not limited to, familial, romantic, or friendly relationships.

Stalkerware is software that enables an individual to monitor another individual’s device, 

such as a smartphone, remotely. It can be installed on the device with or without the 

owner’s permission and can be overt or covert in its tracking and monitoring activities.

Technology-facilitated abuse includes all behaviours that involve the use of technology as a 

means to coerce, stalk, monitor, or harass another person.
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1.1 RESEARCH MOTIVATION
The motivation for this research can be placed within the context of the global economic 

crisis of 2008, the European austerity agenda, and the resulting budget cuts to domestic 

abuse (DA) support services in the UK (Buchan, 2017; Conley, 2012; Jones, 2014). Within 

the context of my practice as a designer-researcher in the field of Human-Computer 

Interaction, this work began with an interest in how digital technologies could be lever-

aged to improve third-sector DA support services (see Fig. 1) despite increasing resource 

constraints. Through initial desk-based research and then volunteering work with a DA 

support charity, I came to realise that a range of novel threats had also emerged with 

the proliferation of digital consumer technologies — they were being misappropriated 

by perpetrators to further control, harass, and intimidate victims. Manifestations of 

this behaviour included tracking victims’ locations, hijacking and/or monitoring their 

devices and accounts, as well as threatening to release intimate photographs. Third-

sector support organisations, who were already under a great deal of strain, were not 

prepared, nor did they have the in-house knowledge, to support victims on issues of 

digital privacy and security. These novel threats, posed by technology, led to a reframing 

of my research to focus specifically on technology-facilitated abuse within the context 

of intimate partner abuse (IPA). Technology-facilitated intimate partner abuse refers 

to perpetrators’ use of digital technologies for stalking, monitoring and surveillance 

within the context of a romantic relationship (Woodlock, 2016).
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The ways in which women1 are subject to a disproportionate amount of abuse, threats, 

and intimidation online have been well documented. Including high-profile cases, such 

as Anita Sarkeesian, who has been the target of over 5 years of ongoing online abuse 

and death threats for criticising the portrayal of women in video games (Webber, 2017), 

and Sue Perkins, whose life was threatened on Twitter, due to rumours that she may 

replace a male colleague on a popular TV show (Baird, 2015). 

A recent UK study on the prevalence and impact of online trolling of members of par-

liament (MPs) revealed that the impact of online trolling was far greater on female MPs 

than on male MPs (Akhtar and Morrison, 2019). Akhtar and Morrison (ibid.) surveyed 

181 MPs focussing on online social media abuse and its effects. They found that female 

MPs were subject to a wider variety of forms of abuse, with the majority of abuse being 

personal in nature (e.g., racial and sexual abuse). Abuse targeted at male MPs, on the 

other hand, was largely confined to their professional duties and abuse on political 

grounds. The study also highlighted that female MPs suffered more emotional stress 

and damage to their reputation as a consequence of online abuse.

Almost a quarter (23%) of women, surveyed across eight countries, said they had 

experienced online abuse or harassment at least once (Amnesty International, 2017). 

Although these particular forms of cyber-aggression are being perpetrated by strangers, 

who do not know their victims, they are a reflection of the hegemonic power structures 

within which technology development, cyber-aggression, and DA are embedded. 

The well-documented lack of diversity in digital technology development and design 

(Evans and Rangarajan, 2017; Harrison, 2019; Rangarajan and Evans, 2017; Wachter-

Boettcher, 2017) alongside the widespread belief that technology is neutral of values 

and politics (Noble and Roberts, 2019) has led to an industry of White male supremacy 

that fails to take into account the perspectives of women and people of colour (Goulden, 

2019; Noble and Roberts, 2019). Similarly, funding cuts to DA services, alongside the 

fact that most victims are women (Office for National Statistics, 2016), and the amount 

of time it has taken for abusive behaviours between intimate partners to be criminalised 

(Matczak, Hatzidimitriadou and Lindsay, 2011), can be interpreted in light of imbalances 

of power resulting from a lack of diversity in policy and law making (Conley, 2012) 

where women and minorities are underrepresented as compared to national demo-

graphic data. Technology development has long been a process lacking in workforce 

diversity and therefore believed to reflect the values and needs of an unrepresentative 

1 When the word “woman” is used in this dissertation, it refers to all those who identify as women.  This PhD draws on evidence about gendered violence from secondary 
sources that, as far as I can ascertain, rarely mention whether both cisgender and transgender women have or not been included. This matter may need further research 
investigation but is beyond the scope of this PhD.
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sample of the population (Evans and Rangarajan, 2017). Recent research investigated 

4 digital assistants’ responses to health-related queries, namely Apple’s Siri, Google 

Now, Samsung’s S Voice, and Microsoft Cortana. What they found is that although 

assistants responded effectively to queries regarding heart attacks or suicidal thoughts, 

they were unable to respond to queries related to sexual assault or DA, both of which 

disproportionately affect women (Miner et al., 2016). 

Furthermore, and of particular relevance to this work, is the finding that almost half 

of the DA victims surveyed by Snook et al. (2017) reported that abusers were using 

digital consumer technologies to further harass, control, intimidate, and threaten them. 

More recently, Refuge, the UK’s largest DA charity, says that 72% of its service users 

experience abuse through technology (Refuge, 2020). In light of these findings, how 

do we prevent technology being used as a tool for abuse? And how can we reframe and 

rethink the design of digital privacy and security to include a more diverse set of users?

Since the 1970s there have been arguments calling for design to move away from the 

constraints imposed by its formalisation, as a discipline, in mass-manufacturing, towards 

socially-engaged design practices. From Papanek (1972) to more contemporary authors 

(DiSalvo et al., 2011; Thorpe and Gamman, 2011; Björgvinsson, Ehn and Hillgren, 2012; 

Manzini and Coad, 2015) there is a proposition that social design refers to “the concepts 

and activities enacted within participatory approaches to researching, generating and 

realising new ways to make change happen towards collective and social ends, rather 

than predominantly commercial objectives” (Armstrong et al., 2014, p. 15). It is in this 

context that this work attempts to approach, the issue of technology-facilitated IPA, 

from a social and collaborative design perspective.

1.2 RESEARCH QUESTIONS
In order to frame the inquiry, structure the practice, as well as set the project’s aims 

and objectives the research questions presented below were created.

Can codesign with victims of technology-enabled domestic abuse (DA):

... make a difference to understanding where the system of getting help and 

support breaks down? [RQ1]

... help enable the production of viable innovative design solutions to address 

this national (and global) challenge? [RQ2]
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... inform how design studies understand codesign as a process of generative 

inquiry in addressing complex social problems? [RQ3]

Fig. 1. DA support services

1.3 AIMS & OBJECTIVES
In line with the underlying motivation for the research — enabling victims and support 

workers to take back control of cyber-privacy and -security issues — and with the 

research questions, these are the aims of this work:

1  Contribute to the theoretical understanding of codesign methods for working 

alongside vulnerable participants.

2  Contribute to knowledge on the ethics of codesign with vulnerable participants.

3  Assess whether design can develop effective IoT-based support solutions for 

DA victims of cyberstalking and abuse.

In order to achieve these aims, measurable and identifiable objectives that will allow 

for tracking progress, have been identified:

 ċ Collect victims’ experiences of seeking support and identify gaps in current 

services.
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 ċ Develop codesign methods appropriate for sensitive contexts where both victims 

and non-victims are participating.

 ċ Contribute to discourse on the roles of the designer-researcher as a designer 

and facilitator within codesign.

 ċ Codesign and develop prototype solutions alongside victims and support workers.

 ċ Evaluate the prototypes within real-world settings.

1.4 RESEARCH METHODOLOGY
As previously stated, this work involved DA support workers and survivors in codesigning 

solutions to different forms of technology-facilitated abuse within intimate relationships. 

Visions of design being used as one of many tools to address complex social issues 

has a long tradition (Dantec and DiSalvo, 2013; DiSalvo, 2012; Manzini and Coad, 2015; 

Papanek, 1972). Social design places emphasis on designers’ responsibility to address 

real human needs and contribute to human wellbeing rather than manufacturing false 

desires through the design of products for mass consumption (Thorpe and Gamman, 

2011; Bardzell, 2018). Social design often employs codesign methods to work alongside 

communities in creating shared understanding, knowledge, and solutions to shared 

issues of concern (Manzini and Coad, 2015, pp. 48–49). This practice stands in political 

opposition to top-down approaches common in other research and design methods 

where the researcher/designer studies and intervenes on the community without 

collaborating with the community itself (Robertson and Simonsen, 2012). Within this 

PhD, the aim was to work collaboratively with IPA survivors and support workers 

to understand the problem context and co-create solutions to address the issue of 

technology-facilitated IPA. Therefore, a codesign methodology was adopted.

The codesign practice broadly followed the Design Council’s Double Diamond process 

for design and innovation projects (Ball, 2019). Although I acknowledge the process is 

not as linear as depicted in Fig. 2 and the Design Council has continuously evolved the 

Double Diamond process for the same reason (Drew, 2019), I believe it is still a useful 

framework to provide a simplified overview of this PhD’s codesign work. Accordingly, 

in the Discover phase, to understand where existing support structures were failing, 

firstly, an analysis of data from online DA discussion forums was performed. Followed 

by semi-structured interviews with support workers and survivors. An analysis and 

synthesis of the findings allowed for defining the problem space of technology-facilitated 

IPA — Define — and formed the basis of the codesign workshops.
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Fig. 2. Methodology

In the Develop stage, survivors and support workers were involved in a series of codesign 

workshops (Bratteteig et al., 2012) looking at the threats and design opportunities posed 

by current, or near-future, consumer smart home technologies. A thematic analysis 

(Saldana, 2015) approach was adopted for analysis of the interviews, forum data, and 

codesign workshops and is reported on in Chapters 3 and 4 respectively. 

One of the co-developed ideas was selected and developed into a functional chatbot. 

In the Deploy phase, a co-evaluation of the prototype was conducted alongside par-

ticipants, and then implemented live on Refuge’s website. A process of handing over 

ownership of the chatbot ran alongside design and development, in order to ensure 

that the NGO was ready to host and maintain the output once this PhD work reached 

an end. At this point in time, Refuge has full ownership of the chatbot, videos, and all 

its content.

In parallel, efforts to create the socio-technical infrastructures needed to realise a 

codesign project (Björgvinsson, Ehn and Hillgren, 2010; Dantec and DiSalvo, 2013) took 

place throughout the duration of this PhD, as described in the next section. 
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1.5  INFRASTRUCTURING THE CODESIGN 
PRACTICE
Infrastructuring has been proposed as a term to describe the continuous work of 

creating and aligning shared interests between all parties involved in codesign, as well 

as managing the conflicts and social relationships between individuals (Björgvinsson, 

Ehn and Hillgren, 2010; Dantec and DiSalvo, 2013). It also includes building trust with 

codesign partners, which is especially relevant to codesign within sensitive topics 

areas such as DA. The process of infrastructuring this PhD work began through a series 

of volunteering activities with three NGOs across London, specialised in supporting 

victims of DA. Those organisations were Respect, Victim Support (VS), and the Domestic 

Violence Intervention Project (DVIP).

I received training from each of the organisations and was involved in directly sup-

porting victims with both VS and DVIP for over 2 years, on a weekly basis. Support 

was delivered either over the phone (DVIP) or face-to-face at an outreach centre (VS). 

My volunteering duties with Respect were slightly different as I helped them to create 

a new website, which brought together the different support services they offered to 

male victims of DA.

The volunteering took place throughout the first 36 months of the PhD and started 

around 12 months before any participant recruitment for the research took place. 

During the volunteering and once the research activities had begun, my relationship 

with these organisations evolved into one of mutual trust. Trust allowed them to assist 

me in recruiting their own staff and IPA survivors to take part in the codesign. They 

also introduced me to other NGOs/charities in the field, such as Refuge, and, as a 

consequence, different organisations were involved in different phases of the research. 

Without this process of infrastructuring, initially through volunteering and through 

the research activities themselves, I do not believe it would have been possible for 

me, as an outsider, to involve survivors in a process of codesign that was safe and 

aware of everyone’s needs. The training and the good will of NGO staff, in reviewing 

my research materials, was essential for this work to adapt and become appropriately 

sensitive to the context in which it was operating.
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1.6 FORMAT AND ROLE OF PRACTICE
Codesign argues for the participation of non-experts in the design of the processes, 

products, and infrastructures that will form a part of their daily experiences (Simonsen 

and Robertson, 2012, p. 2). This work involved survivors of DA and support workers 

in the design process, from problem framing, to ideation, prototyping, refining, and 

evaluating. Thus, creating and designing mechanisms for participant involvement was 

one of the main roles that the practice embodied. In addition, and given my background 

in UX design, the practice also involved developing an interactive chatbot and the 

refinement of codesigned concepts into a functional prototype.

Outputs of my practice, as a UX designer, can be found at roxanneleitao.com/practice/ 

and include:

 ċ a website and video to support NGOs in recruiting survivors and explaining 

the research;

 ċ materials designed to promote collaborative problem context-setting and 

ideation within the context of technology-facilitated IPA;

 ċ videos designed to communicate abstract concepts such as smart homes and 

stalkerware;

 ċ an instance of the chatbot, which is now live at refuge.org.uk.

1.7 THESIS STRUCTURE
This subsection explains the structure of the thesis and introduces its main contents. 

The chapters in this document follow the order in which the practice took place and 

should be read in sequence.

Chapter 1 provides an introduction to the dissertation, alongside research questions, 

aims and objectives, research methodology, as well as the format and role of practice.

Chapter 2 serves to position the research within existing discourse and practice. In 

particular, it addresses DA, technology-facilitated IPA, and participatory design. This 

review has informed the selection of participants for the codesign activities, as well as 

informed the structure and analysis of the interviews and online forum data, reported 

on in Chapter 3.

http://roxanneleitao.com/practice/
http://www.refuge.org.uk
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Chapter 3 includes an analysis of data gathered from interviews with DA support 

workers, survivors, as well as data from online discussion forums. This analysis has 

revealed the main technology-facilitated IPA affecting DA victims and survivors, as 

well as the gaps in support services relating to issues of digital security and privacy. It 

informs the design briefs that structure the codesign workshops of Chapter 4. 

Chapter 4 describes the codesign workshops with survivors and support workers. It 

includes a description of the procedures and materials used in the workshops, followed 

by the findings from the workshops. The findings are organised into five themes that 

cover the use of smart home technology to perpetrate abuse (Themes 1-2), victims’ 

strategies for coping (Theme 3), gaps in current support provision for victims (Theme 4), 

and participants’ codesigned ideas for addressing technology facilitated-IPA (Theme 5). 

Chapter 5 outlines the development of one of the codesigned ideas alongside a DA 

charity. It details the technical implementation of a chatbot and development of all its 

content.

In Chapter 6, the process of co-evaluating the chatbot is described. This chapter includes 

the procedure followed in the co-evaluation sessions and their consequent analysis. 

It then reports on the findings of the co-evaluation and the design modification that 

were made to the chatbot as a result.

Chapters 3 to 6 all include elements of the practice of codesign, from interviews to 

workshop design, data analysis, co-ideation, and co-evaluation of outputs. Each of 

these chapters concludes with a discussion of the findings and, where relevant, of the 

codesign process itself.

The thesis closes with Chapter 7, which answers the research questions, describes the 

contribution to knowledge, and sets out future work.

1.8 SUMMARY OF CONTRIBUTION
The recent increase in technology-facilitated abuse within the context of IPA (Refuge, 

2020) means that research and design have not yet reached an in-depth understanding 

of the issue and ways to address it. Studies have emerged over the past decade in 

Australia and the US (Dimond, Fiesler and Bruckman, 2011; Woodlock, 2016; Freed et 

al., 2017; Matthews et al., 2017; Harris and Woodlock, 2018) whilst studies in the UK 

on technology-facilitated IPA have been less frequent (van Moorsel et al., 2011; Snook 
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et al., 2017). The rapid pace of technological change requires such studies to be more 

frequent in order to keep pace with the adoption of novel consumer technologies. For 

example, recent media stories point to the use of smart home technologies for the 

purposes of abuse (Bowles, 2018; Elks, 2018) yet there is a lack of research investigating 

this novel problem. 

Furthermore, research and design involving survivors and support workers in under-

standing the problem context and ideating solutions collaboratively has, to the best of 

my knowledge, not been attempted before. Existing research focusses on understanding 

and describing the problem context and dynamics of technology-facilitated IPA (Dimond, 

Fiesler and Bruckman, 2011; Woodlock, 2016; Freed et al., 2017; Matthews et al., 2017; 

Harris and Woodlock, 2018). Therefore, in this context, this PhD work contributes in 

the following ways:

 ċ It extends existing knowledge on technology-facilitated IPA, how it is perpetrated, 

the gaps in existing support provision, and problematizes the need for survivors 

to be experts in digital privacy management to protect themselves. It does so by 

building upon existing work conducted in the US and Australia, with perspectives 

from UK-based NGOs and survivors seeking online peer support.

 ċ It is a first successful attempt to include survivors and support workers in co-

creating a tool that tackles the issue of technology-facilitated IPA by providing 

visual instructional information on digital privacy. A tool that is now owned and 

updated by an NGO belonging to the community.

 ċ This work has also been a first attempt at involving survivors of abuse in 

anticipating digital privacy threats, which in this case were related to smart 

homes.
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There are currently more objects connected to the internet than there are people in 

the world (Statista, 2018a). Connected consumer devices range from fitness trackers, 

thermostats, door locks, fridges, smart TVs, to jewellery, and smartphones (Fig. 3). The 

relatively small group of corporations responsible for the majority of these consumer 

devices, such as Google, Samsung, Apple, and Amazon, is notorious for issues related 

to the lack of workforce diversity, where women and minorities are underrepresented as 

compared to national demographic data (Evans and Rangarajan, 2017). This reinforces 

existing hegemonic structures of power, where the historically underrepresented 

continue to not influence how the connected world develops.

Fig. 3. Amount of devices and people in 2018 (Statista, 2018a)

This chapter discusses socially engaged codesign that aims to bring the voice of a 

marginalised group of citizens — victims of intimate partner abuse — into the processes 

of designing the smart home products and services that are, or will be, part of their daily 

lives. It then presents an overview of the problems posed by novel technologies within 

the context of intimate partner abuse (IPA). The aim of this chapter is to contextualise 

codesign as the methodology chosen to address the issue of technology-facilitated 

abuse within intimate relationships, with a focus on near-future smart homes.
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2.1 SOCIALLY-ENGAGED CODESIGN
Socially engaged design aims to address matters of concern1 that are not already being 

engaged with by the markets or the state. In order to contextualise socially-engaged 

codesign, I begin with an introduction to the types of problems that design is thought 

to be well suited to address. This is followed by a deeper look into socially engaged 

codesign practices and the infrastructuring of such projects. Finally, the ethical con-

siderations of involving “vulnerable” participants in codesign are discussed.

2.1.1  INTRODUCTION
Wicked problems are problems that are difficult or impossible to solve due to incomplete, 

contradictory and ever-changing networks of requirements (Rittel and Webber, 1973). 

They are subject to ongoing redefinition and the efficacy of any proposed solutions 

is, thus, near impossible to evaluate. In fact, the evaluation of solutions takes place 

through their implementation in real-life contexts, and therefore, cannot be easily undone 

whether successful or not (Coyne, 2005). Examples are the implementation of public 

programmes to address wicked problems such as homelessness, poverty, and urban 

renewal. Rittel and Webber (1973, p. 60) propose the concept of wicked problems in 

a rejection of the notion that all problems can be understood through a positivistic 

approach, or in other words, through the application of the scientific method alone. 

They argue that the problems addressed by the natural sciences, and in many cases 

by the engineering professions, are “definable and separable and may have solutions 

that are findable” — they are tame problems rather than the wicked problems that are 

societal issues.

This definition of wicked problems was not alone in opposing a positivistic interpretation 

of the world. A reaction against the design science approaches of the 1960s and their 

focus on understanding, documenting, and describing design methods can also be 

observed during this time (Michel, 2007, p. 42). Schön (1983) describes the process 

of designing as a “conversation with the materials of a situation” (Schon, 1991, p. 78), 

that is not susceptible to being summarised and captured into a set of discrete steps 

or methods. He argues that designers enter into a reflective process with the situation 

they are attempting to address, by producing things and then adapting to the intended 

and unintended consequences that those things have on the situation — designers 

1 Latour (2008) describes matters of concern as the consequence of gatherings of ideas, forces, players and circumstances in which things and issues, not facts (or matters 
of fact), come to be and to persist, because they are supported, cared for, worried over.
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reflect-in-action as their understanding of the problem changes, along with their 

strategies for action, and models of the issue. Their process is, therefore, appropriate 

for addressing dynamic problems that are not fully mapped-out — wicked problems. 

Moreover, this process is often tacit and subconscious, making it very difficult for 

designers to articulate it, in a systematic manner, that can be captured into succinct 

methods or steps to be followed.

Similarly, Cross (1982) proposes that design is particularly well suited to address wicked 

problems. Cross (ibid.) observes that design activity is generally more concerned with 

generating solutions, rather than on a deep and prolonged analysis of a problem. If 

the problem is a wicked problem, then, in fact, it may never be fully understood before 

attempts to tackle it are made. Therefore, wicked problems are less susceptible to 

exhaustive analyses and may be better addressed by the solution-focussed approach 

of design. Three decades later, focussing on socially engaged design, Thorpe and 

Gamman (2011) argue for socially responsive design, in which all the actors involved in 

a codesign process are required to be responsive to the dynamic nature of the wicked 

problems being addressed, whilst acknowledging the constraints that are imposed 

upon them by existing political and social structures of power. Thorpe and Gamman 

(2011) place socially responsive design within the context of participatory design, which 

I will now consider in more depth.

2.2 PARTICIPATORY DESIGN (PD) & 
CODESIGN
This contextual review will continue with a brief discussion of the historical context 

of codesign and its origins in participatory design (PD), followed by a contemporary 

overview of codesign practice applied to social issues. Before doing so, it would be 

relevant to note that much of the evolution towards participatory modes of design 

overlaps in time with the previously discussed opposition to the scientific method when 

presented as the only way to interpret the world and address problems.

In 1972, Victor Papanek wrote, in the context of the social and political responsibilities 

of design, “[i]n an age of mass production when everything must be planned and 

designed, design has become the most powerful tool with which man shapes his tools 

and environments (and by extension, society and himself ). This demands high social 

and moral responsibility from the designer. It also demands greater understanding of 
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the people by those who practice design and more insight into the design process by 

the public” (p. ix).

Similarly, in an anthology of papers called “Design for Need, The Social Contribution 

of Design”, following a 1971 symposium at the Royal College of Art in London, Dickson 

(1977) discussed the role that technology plays in mediating human interaction with 

the material world. He argued that in doing so, technologies transmit a particular set 

of “material meanings” that represent and convey ways of dealing with the material 

world, that in turn influence the ideologies and politics of any given period in time. The 

example of the parallel rise of factory systems of production and industrial capitalism is 

given to illustrate this point. For a contemporary example, one can look at the invention 

of the internet, the commodification of knowledge, and the rise of what has been 

termed “technocapitalism” (Suarez-Villa, 2012). Dickson (1977) concludes by saying 

that for any new technology to succeed it must match society’s priorities, and if those 

priorities need to be changed to create a more equal and fair society, then technologies 

need to be developed collaboratively alongside individuals and efforts for change. In 

the same anthology, Nuttall (1972) posits that designers need to join “the people” in 

an effort to collaboratively build urban environments that support and promote the 

unique needs, dreams, and desires of each and every individual. He puts forward the 

idea of the designer as a technical advisor who provides “a vast and subtle range of 

methods” to engage a multitude of actors and non-experts in design.

In a similar manner and during the same decade, Scandinavian Participatory design 

(PD) emerges. Codesign is said to have its origins in the Scandinavian tradition of 

PD and the Workplace Democracy Movement of the 1970s, which mainly focused 

on novel systems design alongside employees in factory settings. It emerged as a 

reaction to automation and the introduction of computers into the workplace, with the 

aim of providing better tools to support people in their tasks, while enabling them to 

keep their jobs, learn new skills, and relegate the repetitive less-skilled assignments 

to machines (Simonsen and Robertson, 2012, p. 2). Schuler and Namioka (1993, p. 

viii) propose that PD was mainly concerned with enabling a more “humane, creative, 

and effective” relationship between technology designers and the people who use the 

technologies, which would subsequently lead to a better match between technological 

systems and human activities. In much the same way, codesign is understood as the 

collaborative creative process between designers and non-designers working together 

in the design development process (Sanders and Stappers, 2008). PD is built on the 

understanding that individuals are experts in their own life circumstances, and that 
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when adequately supported by a design team, can become designers themselves 

(Robertson and Simonsen, 2012).

More than 40 years after the emergence of PD, Manzini (2015) ties the (re)emerging 

field of social innovation and codesign together in his book “Design, When Everybody 

Designs: An Introduction to Design for Social Innovation”. Social innovations can be 

defined as novel products, services, or infrastructure that addresses social needs 

and create new social collaborations. They are good for society while also enabling 

society to take action. Manzini (Ibid.) argues that in the contemporary context of rapid 

and constant technological and social transformation, everybody is a designer in that 

we all design our own identities and life projects in an effort to improve our current 

state of affairs, effectively viewing individuals as experts in constructing their own 

life experiences. However, and even though he argues that design is a widespread 

human capability, the author proposes that for it to be of use it must be adequately 

understood and cultivated. Manzini (ibid.) distinguishes between diffuse design (per-

formed by everybody) and expert design (performed by those who have been trained 

as designers) and describes how they interact. He maps what design experts can 

do to trigger and support meaningful social changes, focusing on emerging forms of 

collaboration. Much in the same way as in Nuttall (1972), professional designers are 

seen as those who have developed the specific knowledge needed to allow them to 

operate professionally in the design process. Within the context of socially engaged 

codesign, their responsibility is seen as being twofold. On the one hand, the designer’s 

role is to aid in the sensemaking, or understanding, of complex social issues so that 

they may be addressed by all the actors in a codesign process (DiSalvo et al., 2011). 

Designers have long been understood to be particularly effective in drawing connections, 

mapping-out complexity, and deconstructing chaos — or in other words, sensemaking 

(Kolko, 2009). On the other hand, the designer’s role can be seen as one of visualising, 

communicating, and prototyping envisioned solutions within the codesign process 

(Sanders and Stappers, 2008). 

The tradition of involving non-experts in design for social innovation has gained a great 

deal of traction over the past decade (Ehn et al., 2014). It has been used as a methodology 

to address a wide-variety of social issues, of which I will only mention a few that are 

more directly related to this work. Examples are projects aimed at 1) improving the 

safety of sex-workers in India; 2) working with minority groups of female immigrants 

and refugees towards economic empowerment and integration into Swedish society; 3) 

identifying health challenges and designing solutions with immigrant women from the 
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Caribbean where domestic abuse (DA) was one of the main themes proposed by the 

participants; as well as 4) designing policy and public services alongside participants 

from Aboriginal communities in Australia, again where one of the themes of focus was 

DA (McIntyre-Mills, 2010; Sambasivan, Weber and Cutrell, 2011; Björgvinsson, Ehn and 

Hillgren, 2012, p. 136; Brown, Ayo and Grinter, 2014).

Social design aims to tackle problems that are not commonly addressed by the 

markets nor by the state, and in which the affected people do not normally have a 

voice — generally because they do not possess the economic and political capital to 

be permitted a voice (Ehn et al., 2014; Manzini and Coad, 2015). Codesign can be seen 

as a means of involving otherwise invisible communities and of making matters of 

concern public (DiSalvo et al., 2011). Additionally, by working alongside participants and 

communities in building and intervening in the world, socially engaged codesign can 

create new forms of knowledge that are inaccessible through other methods such as 

interviews and ethnography. It engages participants in using their tacit knowledge, and 

life experience, in critically engaging in a collaborative process of ideation and design. 

It then allows for the intervention/solution to be experienced, evaluated and reflected 

upon by all those involved. This allows participants to assess the efficacy of solutions 

but also to reflect on the new challenges and the shifts that the solutions may provoke.

This work approaches IPA as a wicked problem that is a human rights issue and a 

political matter, which influenced the choice of methodology. IPA is political, as defined 

by (Mouffe, 2005), in the sense that it sits within configurations of power relations, 

and hegemonic structures, and cannot be understood outside of the dimensions of 

agonism that emerge in these relations (Weissman, 2007). It is in this context that 

socially engaged codesign has been proposed as a methodology to work alongside IPA 

support workers and survivors, in addressing the novel challenges posed by everyday 

technologies being used as tools for abuse. Accordingly, the following subsection 

contextualises existing work on Infrastructuring socially engaged codesign projects.

2.2.1 PUBLICS, MATTERS OF CONCERN, AND 
INFRASTRUCTURING A SOCIALLY ENGAGED PROJECT
Codesign has become increasingly interested in the notion of public and publics (Dantec 

and DiSalvo, 2013), which are defined by Dewey (1927, p. 15): “[t]he public consists 

of all those who are affected by the indirect consequences of transactions to such an 

extent that is it deemed necessary to have those consequences systematically cared for”. 
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Given that the public is not a constant entity but rather a product of its environment 

and conditions, Dewey argues that publics are multiple and mutable in that they are 

formed around significant issues of concern that are themselves subject to ongoing 

change, which brings me back to previously mentioned wicked problems.

Latour (2004) refers to the gathering of support, care, and worry, or the emergence of 

publics in Dewey’s terminology, around certain matters as what transforms them into 

collective matters of concern. Matters of concern do not depend on being agreed upon 

as facts but rather constitute issues, facts, events, which are of collective concern. Latour 

(ibid.) gives the example of weapons of mass destruction and the American war in 

Iraq as an example of something that emerged as a matter of concern large enough to 

mobilise entire nations but was not necessarily a matter of fact. Use of the word concern 

indicates that collective care for a particular issue, matter, or movement need to be in 

place whether or not it is a fact. In a similar way to how Dewey sees publics forming 

around significant issues of concern that depend on context, environment, conditions 

that are mutable in time. Bellacasa (2011) builds upon matters of concern with feminist 

concerns for care. For Bellacasa, the aim of representing matters of concern as matters 

of care is to expose invisible labours of care in matters of concern and also to generate 

care. Generating care is meant as the actions of paying attention to participants and 

issues who have not been successful, or are unlikely to succeed, in articulating their 

concerns, or whose politics are marginalised by opposition to prevalent ways of un-

derstanding. She calls for asking questions such as whose interests are represented, 

and whose labours are erased? Who or what is or is not counted or assembled here 

and why? (Bellacasa, 2011, p. 93). Bellacasa argues that thinking of matters of fact as 

matters of care can be a commitment to speculating on how things may be different if 

they generated care, where care is re-examined in accordance with context to address 

questions such as Who cares? What for? Why do we/they care? How do we/they care?

Papacharissi (2015, pp. 8–9) proposes that through the sharing of affect online, internet 

technologies, such as social media, may facilitate the formation of networked publics, 

from previously disorganised crowds, around shared issues of concern. The increasing 

importance of the digital realm means that not only are people living more of their 

lives online, but that many of the issues of concern that existed before the internet, are 

now being observed online (e.g., cyber-bullying, -stalking, and -harassment). Matters 

of concern moving from the physical to the digital, and the overlap between them, are 

relevant to this work as it investigates technology-facilitated forms of IPA. Furthermore, 

this work is concerned with drawing attention and worry for those who can be harmed 
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by an assemblage but whose voices are less valued, as are their concerns and need 

for care (Bellacasa, 2011, p. 92) — victims of technology-facilitated IPA who are being 

harmed through digital technologies and smart home devices, for which they are 

neither responsible nor have the power to change.

The process of constituting and supporting publics around physical and/or digital 

matters of concern, from the point-of-view of codesign interventions, has been termed 

infrastructuring. It describes the continuous work of creating and aligning shared inter-

ests between all parties gathered around an issue of concern, as well as managing the 

conflicts and social relationships between individuals. It is not seen as limited to the 

design project, but includes the sociotechnical infrastructures that were already in place 

before a project, and those that will go on after a design intervention is cocreated and 

adopted into use (Björgvinsson, Ehn and Hillgren, 2010). Rice (2017) refers to the human 

(socio) and nonhuman (technical) actors and infrastructure, involved in codesign, as an 

ongoing evolving network. This work aims to contribute, through the use of codesign, 

to the formation of a public around the issue of concern that is technology-facilitated 

abuse between intimate partners.

Finally, as designers and researchers pursue the goals of socially-engaged design, 

and strive to infrastructure projects alongside communities, or publics, affected by a 

common matter of concern, a series of ethical considerations are raised. Especially if 

the communities that are affected by a particular issue are perceived to be “vulnerable”. 

The following section discusses the ethics of codesign within sensitive contexts more 

thoroughly.

2.2.2 THE ETHICS OF CODESIGN WITHIN SENSITIVE 
CONTEXTS
As part of the process of ethical review of this work, issues such as participant anonymity, 

confidentiality, and autonomy were raised. I will focus on a review of these components 

within the context of codesign and research with “vulnerable” participants. 

As previously discussed, codesign implies shared ownership over the design process 

and outcomes, where all parties are involved in codesign and cocreation, and therefore, 

have equal share in the project’s successes and failures. Thus, denying participants the 

ability to receive adequate recognition for the work can be seen as directly opposing 

their autonomy and right to be credited. Within this project, questions such as “Do 
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participants want to keep ownership of their life stories? Do participants want to lend 

their identity to their own stories?”, and “Do participants want to be credited, in full, for 

their participation in the research?” began to surface. However, it seems the current 

process of ethics review, and the guidelines for ethical research that are in place, do 

not allow researchers to ask such questions, nor discuss confidentiality preferences 

with potential participants, especially if the participants are considered to be “vulner-

able”— which is in itself a fuzzy concept (Levine et al., 2004).

Commonplace approaches to participant confidentiality and anonymity come from a 

tradition of biomedical research, and large sample sizes, where it is possible to aggre-

gate anonymised data without losing context and meaning. Anonymisation is widely 

accepted as a means of protecting participants from mental health- and social-related 

risks, by allowing participants to freely express their experiences and opinions without 

fear of stigmatisation or retribution. However, some authors argue that in qualitative 

research, with its reduced sample sizes, anonymity may, in fact, be near impossible 

to achieve (Hoonaard, 2003). Especially when research is being conducted within 

community settings, as codesign often is, or when snowball sampling techniques 

are used. Although ethical guidelines have evolved and been adapted to sociological 

research, design research, and participatory research, the default adoption of participant 

anonymity has largely gone unchanged, even if it has been challenged (Boman and 

Jevne, 2000; Ryen, 2004; Giordano et al., 2007; Svalastog and Eriksson, 2010).

Downes at al., (2014) argue that the often excessive scrutiny to which Research Ethics 

Committees subject research involving marginalised groups, leads to less research and, 

therefore, a dangerous lack of understanding, as well as an insufficient evidence-base 

for different types of interventions. This, in turn, contributes to the further marginalisation 

of such groups who continue to be underrepresented in funding, research, as well as 

consequent state and social interventions. Downes at al. (ibid.) also argue that given 

the fact that 1 in 4 women will have experienced domestic and/or sexual abuse in their 

lifetime, most social research has the potential to involve victims/survivors of abuse. 

What is more, if victims/survivors are classified as belonging to a “vulnerable” group, 

and therefore having limited capacity to make their own decisions, alongside children, 

the long-term ill, the bereaved or the institutionalised, this effectively categorises the 

majority of the population as “vulnerable” (Downes, Kelly and Westmarland, 2014, p. 3). 

Mulla and Hlavka (2011) argue that in categorising victims of violence as “vulnerable”, 

we run the risk of assuming they have diminished or impaired capacity to give consent. 

This would imply that, as legal subjects, their ability to consent to a domestic violence 
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case being taken to court is compromised, or in cases of sexual violence, their ability 

to consent to medical treatment and forensic procedures could also be challenged.

Participatory research with victims of DA, such as that reported by (Clarke et al., 2013) 

and (Bhuyan et al., 2005) reveals that often anonymity and confidentiality with different 

participants needs to be negotiated, as not all participants wish to be anonymised 

to the same extent. This demonstrates that a one-size fits all approach is not always 

appropriate for participatory research projects. It also aligns with the principles of 

confidentiality set out in The Belmont Report, which argue that “To show lack of 

respect for an autonomous agent is to repudiate that person’s considered judgments” 

(The National Commission for the Protection of Human Subjects, 1979, p. 4) cited in 

(Newman and Kaloupek, 2009).

Assuming that an appropriate informed consent process has been followed, participants 

may indeed wish to maintain ownership of their stories, instead of agreeing to blanket 

confidentially and anonymity arrangements, an issue that has been put forward within 

the academic community (Giordano et al., 2007; Grinyer, 2009).

A research project with survivors of IPA, run by the University of Oxford and the 

University of Bristol, published non-anonymised video recordings of survivors on 

an online platform called HealthTalk (HealthTalk, 2017), where participants speak 

about their experience of being in abusive relationships. Bass and Davis (2002, p. 

358), in regards to a study with survivors of child sexual abuse, report that “They 

[participants] saw identifying themselves as a way to end the secrecy and shame that 

burden survivors of child sexual abuse. They also wanted, quite simply, to tell their story 

honestly — to name themselves, their abuser, the place where they lived, the facts 

of their lives”. Nicolaidis (2002) reports on the production of a documentary, where 

survivors of IPA were given the option of being anonymous, or not. Documentaries 

in which survivors choose to waive their anonymity have also been produced (Hall, 

2016) and, in fact, many survivors choose to come forward and share their own stories 

online non-anonymously (Odyssey Networks, 2013).

It was the intention of this PhD project to allow survivors to define the terms of their 

own anonymity and participation in the research, based on 1) accurate and sufficient 

information provided in the Participant Information Sheets (Appendix A) and by me, 

as the researcher, as well as 2) following an appropriate informed consent procedure 

(Appendix B) that allows participants time to reflect and review their own terms of 

participation. The scope and limits of this project, however, were redefined through 
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a lengthy process of ethics review, which has resulted in blanket anonymity for all 

participants (please see Section 7.2: RQ3 for an in-depth discussion). This, alongside 

the ongoing academic discussion regarding what constitutes ethical research in 

design and in participatory research, highlights gaps in the current understanding of 

ethical best-practice, and in the guidance available to designers-researchers working 

alongside participants that have experienced trauma. This work aims to contribute to 

the ongoing work being developed on the ethics of PD and research. Chapters 3, 4, 

and 5 each contain a section discussing the measures that were put in place in order 

to ensure ethical practice and safeguard participants within this work. Chapter 3 refers 

to interviews with participants, Chapter 4 to the codesign workshops, and Chapter 5 

to the evaluation of a prototype intervention.

2.2.3 CONCLUSION
The review of socially engaged design, provided in this section, aims to contextualise 

the selection of codesign as a methodology for engaging survivors of IPA in addressing 

technology-facilitated forms of abuse. To this effect, a review of design’s strengths in 

addressing wicked, ill-defined, ever-changing problems, such as IPA, was provided. 

Alongside a contextualisation of codesign as a democratically- and politically-engaged 

movement that privileges the participation of non-users, or non-experts, in the design 

of the infrastructure, services, and products for which they will ultimately be the 

target-audience. Furthermore, the ever-growing engagement of design with social 

issues and the sociotechnical work that is necessary to infrastructure such projects 

was also discussed. The infrastruturing that was necessary, as part of this particular 

project, and the engagement with survivors of IPA and support workers is discussed 

in Chapter 4. Finally, this section concludes with reflections on participant autonomy 

and anonymity within PD research, followed by a brief discussion of how it impacted 

participant anonymity and autonomy in this work, as well as how this work aims to 

inform future development of ethics in codesign. Further discussions on the ethical 

procedures involved in this PhD project will be detailed in Chapters 3, 4, and 5.

2.3  INTIMATE PARTNER ABUSE AND 
TECHNOLOGY-FACILITATED ABUSE
This section reviews the problem of technology-facilitated abuse within the frame of 

IPA — a wicked problem. It also identifies the main challenges that inform this work, 
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which are the foundation for the development of the research activities detailed in 

Chapters 3 and 4.

2.3.1  INTRODUCTION
IPA is a violation of individuals’ fundamental human rights. It can be understood as 

any behaviour, by an intimate partner or ex-partner, that causes physical, sexual, or 

psychological harm, including coercive and controlling behaviours (World Health 

Organisation, 2017).

Westlund (1999) argues that some of the most overt and pervasive methods of exerting 

power and control over women are domestic and sexual violence, which she refers to as 

“pre-modern” forms of exerting power in Foucault’s definition of “pre-modern” (Foucault, 

cited in Westlund 1999, p. 1048). In these pre-modern forms of abuse, abusers maintain 

power over their victims through patterns of coercive behaviour and by instilling the 

fear of violent punishment for non-compliance with the abuser’s demands and expec-

tations. The closeness between the abuser and the victim are distinct from modern 

structures of power enforced through institutions but rather intrapersonal in nature 

and therefore classified as pre-modern. The threat of physical punishment means that 

victims live in fear of the abuser while insults, humiliation, and gaslighting2  gradually 

wear down victims’ mental health and confidence. Furthermore, forced isolation from 

social networks of family and friends, as well as economic abuse make it extremely 

difficult for victims to assert their independence or leave the abusive relationship.

Westlund (ibid.) further argues that women subject to domestic violence suffer both 

from pre-modern and modern forms of violence and oppression. Modern forms include 

the fact that women often need to resort to modern institutions for help, such as the 

police, courts, and medical institutions — “[t]hese institutions often revictimize betters 

women by pathologizing their condition and treating them as mentally unhealthy 

individuals who are incapable of forming legitimate appraisals of the situations and 

exercising rational agency over their lives” (Westlund, 1999, p. 1046). One may think 

of the police and courts as examples of modern institutions where domestic abuse 

survivors are often disbelieved, not taken seriously, and/or pathologised (Oppenheim, 

2019; Bowcott, 2020; Hunter, Burton and Trinder, 2020). However, Westlund (ibid.) also 

argues that such institutions (e.g., domestic abuse shelters) are essential in supporting 

women in leaving abusers. Although shelters are places of surveillance where women’s 

2 Gaslighting refers to behaviours intended to make another person doubt their own sanity, memory, and sense of reality. Such behaviours include denying facts and events 
that took place, purposeful misinformation and contradiction.
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movements and behaviour are highly restricted, in many cases they also provide the 

safety and respite necessary for survivors to access information and support on housing, 

employment, benefits and finances, custody of children, etc, that will enable them to 

leave the abusive relationship if they wish to do so. (Westlund, 1999; Sullivan et al., 2008). 

In March 2014, the UK government published an action plan to end violence against 

women and girls, whilst acknowledging that “[n]ew technology and social media con-

tinues to be misused to exploit and target the vulnerable. Bullying, stalking, harassment, 

and threatening behaviour which occurs online is just as unacceptable as when it occurs 

offline.” (HM Government, 2014, p. 4). However, although acknowledging novel threats 

within the landscape of IPA, a 2012 Trust for London report found that 31% of funding 

to the DA and sexual violence sectors was cut (Towers and Walby, 2012). This led to 

an average of 320 women being turned away from refuge per day by Women’s Aid, 

due to lack of space. Similarly, statutory provision, including police and court services 

specialised in DA and sexual violence, has also been significantly scaled down. This 

trend is one that continues (Grierson, 2018).

Meanwhile, evidence is mounting for the increasing use of cyber-aggression within 

intimate relationships (Southworth et al., 2007; Schnurr, Mahatmya and Basche III, 2013; 

Marganski and Melander, 2015; Matthews et al., 2017; Snook, Chayn and SafeLives, 

2017). Given the rapid pace of technological development and the fact that frontline 

support workers are generally not experts in cyber-security and -privacy, along with 

the impact of funding cuts that ultimately lead to fewer services and less training, this 

work has identified technology-facilitated IPA as a gap in existing information and 

support provision.

The following sections define IPA within the context of this work, discuss the effects 

of IPA, and provide background on technology-facilitated forms of IPA.

2.3.2 DEFINING INTIMATE PARTNER ABUSE
IPA sits within the broader definition of DA, which can include family abuse, hon-

our-based violence, and female-genital mutilation (FGM). However, IPA refers solely 

to DA between cohabitating or non-cohabitating intimate partners, of all genders and 

sexual orientations, including physical abuse, sexual abuse, emotional abuse, and 

financial abuse. Therefore, issues such as honour-based violence and FGM are beyond 

the scope of this work.
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Understanding the dynamics of IPA is crucial to framing the issue. Identifying different 

types of IPA has implications in court processes, in education, in interventions and 

measures of success, risk assessment, as well as for policy and legislation. Kelly & 

Johnson (2008) propose a typology of IPA that looks at individual violent behaviour, 

within the context of the romantic partnership, and the landscape of control within 

which the abuse occurs. The authors identify 4 types of IPA: Coercive Controlling 

Violence, Violent Resistance, Situational Couple Violence, and Separation-Instigated 

Violence, which are briefly described below. 

Coercive Controlling Violence is identified by the pattern of power and control within 

which it is embedded. It can involve the use of violence, or the threat thereof. The 

Power & Control Wheel (Fig. 4), designed by more than 200 IPA survivors, identifies a 

series of non-violent tactics that are used by perpetrators as part of an ongoing cycle 

of abuse (Pence and Paymar, 1993, p. 3). Coercive control can be extremely effective 

and damaging to the victim, even without the presence of physical violence (Johnson, 

2010, p. 25). It has recently been acknowledged as a crime in the UK, and is defined as 

“a purposeful pattern of behaviour which takes place over time in order for one individual 

to exert power, control or coercion over another” (Home Office, 2015, p. 3).

Fig. 4. Power & Control Wheel (Pence and Paymar, 1993)
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Violent Resistance occurs when one partner reacts to another’s violent or controlling 

behaviour in a manner similar to self-defence. It generally happens as an immediate 

reaction to an assault and is intended to protect oneself or others from injury.

In Situational Couple Violence, both partners may be violent, however, violence is 

not used as an attempt to exert control and fear does not generally occur in situational 

couple violence. Rather, it is often the result of arguments that escalate and partners 

who have poor abilities in anger and conflict management. It is thought to be the most 

common type of IPA among married or cohabitating intimate partners.

Separation-Instigated Violence occurs when a relationship ends even though there 

was no history of violence. It often involves stalking, intimidation, and threats, although 

neither partner reports being controlled, coerced, or fearful whilst the relationship was 

ongoing.

This research mainly focusses on Coercive Controlling Violence, Violent Resistance, and 

Separation-Instigated Violence. Typologies of violence were born out of the necessity 

of understanding data regarding gender symmetry and/or asymmetry in DA, that is, 

whether men or women are more likely to perpetrate IPA. It is often argued that some 

studies primarily focus on the types of abuse most commonly perpetrated by men, while 

others investigate the types of abuse that women are also involved in (Johnson, 2010, 

pp. 2–3), which explains differences in the reporting of prevalence rates according to 

gender. The following subsection discusses gender and IPA in more detail.

2.3.3 PREVALENCE AND GENDER
One of the biggest issues in the field of DA is the argument over gender symmetry, that 

is whether males and females are, or not, victims of IPA in equal numbers. Historically, 

studies conducted by family sociologists, using small-scale representative household 

samples, have reached very different results than those using data gathered from na-

tional crime surveys, shelters, hospitals, and the police, regarding incidence, perpetrator 

characteristics, severity, and context (Kelly and Johnson, 2008). Studies have employed 

disparate methods, measurements, and sampling techniques which have produced 

these different estimates of gender symmetry, or asymmetry, in IPA.

As argued by Kimmel (2002), large-sample prevalence studies have largely relied either 

on crime victimisation data or on family conflict studies. Crime victimisation studies 

are generally funded by national, state, and local government agencies. They include 
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large-scale aggregate data from national household surveys, police data, shelters, 

and hospitals, and ask about a wide range of assaults, including sexual assault, and 

assaults by current partners and ex-partners. These surveys generally find significant 

gender asymmetry, with women being victimised the most. In the UK, according to 

the Crime Survey for England and Wales (CSEW), 27.1% of women and 13.2% of men 

have experienced DA since the age of 16 (Fig. 5), which corresponds to an estimated 

4.5 million female victims and 2.2 million male victims (Office for National Statistics, 

2016). When looking at Crown Prosecution Service (CPS) data, the vast majority of 

defendants in DA related prosecutions are men (92%). The majority of victims are 

female (62%), with a smaller proportion of male victims (13%). However, gender was 

not recorded in more than 1/5 of prosecutions. If this data was excluded, the proportion 

of victims would be 83% female and 13% male (Office for National Statistics, 2017b). 

In the context of this work, it is important to note that “the CSEW estimates do not 

currently completely capture the new offence of coercive and controlling behaviour”, 

but there are plans to include questions addressing this for the 2017-18 CSEW (Office 

for National Statistics, 2017b). Similarly, the CSEW does not include questions related 

to cyber-stalking, cyber-harassment, or revenge porn, within the context of abusive 

intimate relationships.

Fig. 5. Domestic abuse prevalence rates for men and women in England and Wales (Office for National Statistics, 2016).

On the other hand, when considering family conflict studies, that are based on data from 

smaller-scale representative household samples, clinical samples, and/or convenience 

samples based on responses to research advertisements, gender symmetry is generally 

found. These studies tend to ask about all possible experiences of physical violence, 

including those that haven’t been reported or aren’t serious enough to result in injury. 

However, and contrary to crime victimisation studies, they only ask cohabitating couples 

and exclude questions regarding sexual assault, placing DA within the context of “family 

conflict” (Kimmel, 2002). Yet, according to the Office of National Statistics (ONS), most 

DA in England and Wales happens between couples that are not cohabiting or have 

separated/divorced (Office for National Statistics, 2017a), meaning that family conflict 

studies may in fact only be focussing on a very limited subset of IPA.
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Regarding same-sex relationships, IPA prevalence rates are even harder to accurately 

estimate. The same methodological, measurement, and sampling issues are present, 

but aggravated by an historical focus on heterosexual relationships. The gender binary, 

which assumes the female is the victim, and the male is the perpetrator, as argued by 

Erbaugh et al. (2007), influences the manner in which IPA is regarded in same-sex 

relationships. For example, as explained by Blumenstein and Guadalupe-Diaz (2016), 

these cultural constructs have consequences in the way the police may respond to 

DA, labelling DA between individuals who identify as female as a “cat fight”, or as a 

fight between roommates when both individuals identify as male.

This PhD has been informed by crime victimisation data from large national repre-

sentative samples, where gender asymmetry is found. I have chosen this perspective 

due to the fact that family conflict studies, that generally observe gender symmetry, do 

not include data on sexual assault, nor do they consider data from non-cohabitating 

intimate partners. In this context, participants involved in the interviews and codesign 

activities are survivors of DA who identify as female, irrespective of sexual orientation.

2.3.4 THE EFFECTS OF INTIMATE PARTNER ABUSE
Women who have experienced DA are at a significantly larger risk of mental health 

issues such as depression, anxiety, post-traumatic stress disorder and overall poor 

quality of life (Coker et al., 2000). They are also more likely to experience physical 

symptoms such as chronic pain, chronic irritable bowel syndrome, STDs, vaginal 

bleeding, dysmenorrhea, and other gynaecological complications, chronic headaches 

and neurological damage (Campbell and Lewandowski, 1997; Ellsberg et al., 2008). 

The extent and severity of the abuse has been found to be directly associated with 

the severity of mental health symptoms. Additionally, research has found that access 

to resources has an effect on victims and survivors’ mental health, wellbeing and 

overall quality of life (Beeble, Bybee and Sullivan, 2010). Perpetrators generally use 

a number of methods — physical threats, intimidation, belittling, and isolation — to 

restrict victims’ access to support and resources. Victims’ ability to resist coercive 

control is limited by access to practical (e.g., money and housing), social (e.g., friends 

and family), and personal (e.g., self-esteem and determination) resources. Lack of 

access to these resources impairs victims’ ability to leave a relationship, by building 

emotional and financial dependency on the perpetrator.

Given the current political landscape in the UK, with considerable cuts to DA support 

services (Towers and Walby, 2012), there is reason to believe that it may have a sig-
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nificant negative impact on victims’ ability to leave abusive relationships, as well as 

recover their physical and mental wellbeing (Beeble, Bybee and Sullivan, 2010). Even 

in cases where victims are able to leave, research has shown that ongoing post-sepa-

ration harassment, threats, and stalking have serious negative impacts on health and 

wellbeing outcomes (Campbell and Lewandowski, 1997; Coker et al., 2000; Ellsberg et 

al., 2008). The nature of digital technologies, including instant messaging (IM), social 

media, and location tracking, extend perpetrators’ reach by enabling them to harass 

victims remotely and post-separation (Crisafi et al., 2016). It is in this context that the 

next section discusses technology-facilitated IPA.

2.3.5 TECHNOLOGY-FACILITATED INTIMATE PARTNER ABUSE
Internet-enabled networked technologies collect a wide range of personal data such 

as geolocation, browsing history, call logs, text message threads, audio and video 

recordings, social media posts, and in some cases heart rate, physical activity logs, 

and other biometrics, through individuals’ personal devices, work devices, and home 

devices. The internet-of-things (IoT), which includes wearables, smart home devices, 

and more common technologies such as smartphones, raises particular concerns for 

people in abusive relationships, as it is now possible for perpetrators to more easily 

monitor victims’ location and communications, send threats and harassment remotely, 

as well as expect victims to be reachable and available at all times.

It is well documented that individuals often misuse technology for illegal and/or 

aggressive purposes (Holt and Bossler, 2015, pp. 6–10). It is believed that the remote 

character of digital communications leads individuals to become detached from the 

harmful effects of their actions and words on others (Baym, 2015). Technology as a 

means of perpetrating abuse and aggression is a growing issue of concern (Grigg, 2010). 

In addition to the high-profile cases of gendered abuse taking place in online spaces 

(see Section 1.1), existing research and feminist discourse also demonstrate that online 

abuse and harassment is misogynistic and highly gendered (Mantilla, 2013; Megarry, 

2014; Vickery, 2018; Rubin, Blackwell and Conley, 2020). Gendertrolling is a commonly 

used term to describe the participation of numerous, and often coordinated, people 

in a concerted effort to target women online with gender-based insults and credible 

threats of murder, rape, and torture (to name only a few) intended to humiliate, instil 

fear, and silence their targets (Mantilla, 2013). Early writings on computers and the 

internet believed that the decentralisation, globalisation and democracy of the internet 

would be equally empowering to all and remove the structural differences that lead to 
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misogyny, racism, xenophobia, and homophobia offline (Megarry, 2014; Vickery, 2018). 

However, feminist scholars have long highlighted that the inequalities observed offline 

migrated to online spaces in both similar and novel formats (Mantilla, 2013; Megarry, 

2014; Rubin, Blackwell and Conley, 2020). Mantilla (2013, p. 568) states that “harassment 

is about patrolling gender boundaries and using insults, hate, and threats of violence 

and/or rape to ensure that women and girls are either kept out of, or play subservient 

roles in, male-dominated arenas”, which remains the case both offline and online. 

Although these works focus on harassment online that takes place largely between 

strangers, technology-facilitated abuse takes on many of the same forms when it comes 

to intimate partner abuse. 

As previously mentioned, the UK Office for National Statistics (2016) indicates the 

women aged 16-24 are the most affected by DA, whilst those under 30 are the most 

likely to be engaged with digital communications (Pew Research Center, 2012), which 

suggests the importance of investigating novel technology-facilitated forms of IPA with 

female survivors. Within the context of IPA, networked technologies allow perpetrators 

to further intimidate, threaten, harass, control, demean and stalk victims, beyond the 

bounds of physical proximity (Southworth et al., 2007; Dimond, Fiesler and Bruckman, 

2011; Marganski and Melander, 2015; Freed et al., 2017; Matthews et al., 2017; Freed, 

Palmer, Minchala, et al., 2018; Chatterjee et al., 2018; Harris and Woodlock, 2018).

The following paragraphs contextualise previous work regarding DA, gender and 

1) cyber-stalking, -abuse, and -harassment, 2) stalkerware and hacked or hijacked 

accounts, and 3) revenge porn, as well as 4) victims’ use of technology, within IPA.

CYBER-STALKING, -MONITORING, AND -HARASSMENT
Cyber-stalking often leads to, or is accompanied by physical stalking or the threat 

of physical stalking either implicitly and/or explicitly (Spitzberg and Hoobler, 2002; 

Lyndon, Bonds-Raacke and Cratty, 2011). A review of 112 stalking and harassment 

cases, in the UK, found that 73.2%, included the use of digital technologies — social 

media, emails, texting and phone calls (Her Majesty’s Inspectorate of Constabulary 

and HM Crown Prosecution Service Inspectorate, 2017). Furthermore, research has 

found that controlling and coercive behaviours often lead to physical violence and that, 

female college students who experienced verbal and physical abuse during an intimate 

relationship, were more likely to be stalked once the relationship had ended (Coleman, 

1997). Research on perpetrators of domestic abuse found that cyber-monitoring was 

positively related to perpetration of physical and/or emotional abuse (Brem et al., 2017). 
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What is more, a 2016 UK Comic Relief report on technology-facilitated IPA, indicates 

that 47% of their respondents had experienced some form of cyber-monitoring. A 

further quarter of respondents said that they did not know for certain if they were 

being monitored (Snook, Chayn and SafeLives, 2017). These findings are aligned 

with an earlier Women’s Aid study, which found that 45% of victims had experienced 

technology-facilitated IPA during their relationship, 48% once their relationship had 

ended, and 75% reported that the police did not know how to respond to novel tech-

nology-related threats (Laxton, 2014).

Fig. 6. Prevalence rates for cyber-stalking and –harassment (Her Majesty’s Inspectorate of Constabulary and HM Crown Prosecution 
Service Inspectorate, 2017), and for DA cases with a technology component (Snook, Chayn and SafeLives, 2017).

Within HCI, several authors have begun to investigate the role that digital technologies 

can play within abusive relationships. Southworth at al. (2007) in a US-based study, 

reviewed victims’ self-reported experiences and news stories from The Stalking Resource 

Center and the Safety Net Project in an effort to understand how technologies were 

being used to perpetrate abuse. They found that the same technologies that survivors 

rely on to access information and support are also the tools enabling perpetrators 

to monitor, harass, and control their victims. These tools include mobile phones, fax 

machines, email, GPS, and video recorders. 

Dimond et al. (2011) interviewed 10 survivors in a domestic abuse shelter, also in the US, 

about their experiences of technology-facilitated IPA. Participants reported harassment 

via mobile phones, harassment via social networking sites, as well as the strategies 

they used to cope based on limited privacy and security knowledge. More recently, 

Woodlock (2016) surveyed 46 victims and 152 support workers in Australia regarding 

the abuse of technology in IPA and stalking. The survey found that technology was 

used to create a sense that perpetrators are omnipresent and inescapable, to isolate, 

punish, and humiliate victims, as well as to threaten or share non-consensual intimate 

imagery. The survey also found that perpetrators often have access to victims’ phones 

and either know, can guess, or can obtain login credentials through coercion. Harris and 

Woodlock (2018) draw on data from 2 Australian research projects, including interviews 

with 30 victims, as well as focus groups and online surveys with a further 46 victims 
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and 152 professionals. They describe the quality of spacelessness that characterises 

technology-facilitated abuse. In this sense, perpetrators are able to continue to harass 

and abuse victims even when not physically co-located. What is more, the instantaneous 

nature of digital communications enables an immediacy across physical distance that 

was not possible prior to the proliferation of personal internet-enabled devices.

Matthews at al. (2017) interviewed 15 survivors as part of a qualitative study investi-

gating the digital privacy and security needs, challenges, and practices of victims of 

IPA in New York, US. They propose a framework through which survivors’ technology 

practices and challenges can be understood: physical control, escape, and life apart. 

In another US-based study, Freed at al. (2018) carried-out focus groups with 39 

survivors and interviews with 50 professionals. They describe a UI-bound adversary, 

in the context of IPA, which consists of an ill-intentioned but authenticated user that 

interacts with victims’ devices/accounts through a standard user-interface (UI). The UI 

bound adversary is, therefore, not an IT expert but rather a regular user who interacts 

with the system through the same UI as the victim. In a separate analysis of the same 

dataset, Freed at al. (2017) find that survivors and support workers are not confident 

in their ability to deal with technology-facilitated IPA, lacking the necessary expertise 

and resources. Similarly, the already mentioned Comic Relief study, also revealed 

that domestic abuse support workers did not feel confident in supporting victims of 

technology-facilitated IPA, especially regarding advanced digital privacy settings and 

needs (Snook, Chayn and SafeLives, 2017). Additionally, research found that prevention 

advice given by the police, in the UK, is often unsafe and that it may, in fact, increase 

victims’ risk (Her Majesty’s Inspectorate of Constabulary and HM Crown Prosecution 

Service Inspectorate, 2017), as demonstrated by the quote below.

“We were also told by victims’ groups that police officers sometimes advised victims 

to change their phone numbers, or not to check their Facebook account. Such advice 

not only fails to recognise that this may cause the perpetrator to find other ways of 

offending, but it also does not allow the victim to monitor and understand the nature 

of the risks that they face and report them.” (p. 52)

STALKERWARE AND HACKED OR HIJACKED ACCOUNTS
Spyware is malicious software designed to access and monitor the activities of a device 

and covertly transmit that information, over a network, to another device. Stalkerware 

includes spyware but can also include commercial software designed to keep track of 

children, and pets, when it is misused to monitor a third-party without their knowledge 
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and/or consent. It can be installed by having physical access to a device, or remotely, 

for example, through a hidden email attachment. Depending on how sophisticated 

the software is, it can allow perpetrators to monitor victims’ location, as well as texts, 

phone calls, emails, account passwords, and browsing history.

Given the relatively recent character of stalkerware, alongside the fact that it is intended 

to operate covertly, it is hard to estimate how prevalent the phenomenon is. According 

to a Motherboard investigation of leaked data, tens of thousands of individuals around 

the world are being monitored through stalkerware without their knowledge (Franceschi-

Bicchierai and Cox, 2017). A survey of DA shelters in the US revealed that 85% were 

working directly with victims who had been tracked, by perpetrators, through their GPS 

location (Shahani, 2014). More recently, Chatterjee at al. (2018) examined the landscape 

of intimate partner surveillance apps — spyware — available on app stores, such as 

mSpy, HelloSpy, and MMGuardian. They found hundreds of commercially available 

apps that have either been purpose-built or that can be easily repurposed to monitor 

an intimate partner without their knowledge.

Even if perpetrators are not using stalkerware, victims are often coerced or forced into 

disclosing their passwords for accounts such as online banking, social media, and email 

(Woodlock, 2016; Matthews et al., 2017; Freed, Palmer, Minchala, et al., 2018). Access 

to victims’ passwords has been found to enable perpetrators to hijack accounts and 

impersonate victims online in correspondence with family and friends (Tokunaga and 

Aune, 2017), as well as to collect information that can be used as a weapon to threaten 

victims’ reputation (Bocij, 2004, pp. 7–12).

Fig. 7. Refuge victims, in the US, whose location has been tracked by perpetrators (Shahani, 2014).

REVENGE PORN
Revenge porn, or image-based sexual abuse, is generally understood as the creation 

and/or distribution of private sexual images, by an intimate partner or ex-partner, 

without the consent of the person represented in the photographs. It is a gendered 
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form of abuse, with women being the overwhelming majority of victims. This type of 

imagery is generally posted online on social media and on pornography platforms. It 

is then routinely reposted and shared across the internet. It is estimated that there are 

more than 3000 websites dedicated to revenge porn alone and the majority of people 

posting the images are male ex-husbands, ex-boyfriends, and ex-lovers (DeKeseredy 

and Schwartz, 2016). In this context, revenge porn falls within the remit of IPA (HM 

Government, 2016).

Although statistics on the prevalence of revenge porn are not widely available, 1160 

cases were reported, across 31 England and Wales police forces, between April and 

December 2015 (Laville, 2016). In addition, according to the Government Equalities Office 

(2015), the revenge porn helpline that was set up to provide specialised information 

and support to victims dealt with over 280 individual cases within the first 6 months of 

going live. More recently, an article in the Huffington Post cites a Refuge study finding 

that 1 in 7 young women have received threats that their intimate photos will be shared 

without their consent. While two thirds of cases reported to the revenge porn helpline 

involve women, suggesting it is a form of gendered online violence (Packham, 2020). 

The real extent of the issue is difficult to assess, especially when recent data from 

police forces and the Crown Prosecution Service (CPS) are not currently available. I 

put in a Freedom of Information request, to the police forces in London, on the 12th 

of March 2018, which never received a response. Nonetheless, as a form of gendered 

technology-facilitated IPA, I have chosen to include revenge porn in the contextual 

review supporting this work.

VICTIMS’ USE OF TECHNOLOGY
This section has largely focussed on the ways technology is appropriated as a tool 

to propagate abuse. However, technology can also be used, by victims and survivors, 

to protect themselves, resist the abuse, and seek assistance. Victims and survivors 

employ a wide-range of tactics to deal with cyber-aggression. These strategies include 

1) managing social media privacy, 2) creating online accounts under aliases, 3) blocking 

numbers and online accounts, 4) replacing compromised devices, 5) limiting online 

communications, including those with friends and family, as well as 6) limiting their 

own use of internet connected devices (Eterovic-Soric et al., 2017; Tokunaga and Aune, 

2017). These are strategies that often lead to excessive monetary costs involved in 

replacing devices, isolation from family and friends, as well as economic and social 

disadvantages related to limiting their use of the internet.
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On the other hand, Melander (2010) reports on victims using social media to end a 

relationship with a perpetrator, and as a way of voicing their opinions without fear of 

immediate physical aggression. Tokunaga & Aune (2017) describe victims using digital 

communications to confront intimate cyberstalkers and to call them out on their behaviour. 

Southworth (2007) found that victims often seek information and support online, and 

online information is also used to plan escapes from an abusive relationship (Snook, 

Chayn and SafeLives, 2017), even though a significant proportion of the information 

available to victims has been found to be contradictory, scattered, and hard to digest 

(Snook, Chayn and SafeLives, 2017).

The current landscape of information and support provision, in the UK, regarding tech-

nology-facilitated abuse has not been able to keep up with technological progression. 

A reactive approach to dealing with abuse through widespread technologies, such as 

social media and smartphones, has meant that victims are needing support before 

professionals are equipped to respond. Similarly, existing research has mainly focussed 

on current widespread technologies and the issues that victims are experiencing in 

the present. This work aims to extend existing research by using codesign methods 

alongside survivors and support workers in anticipating and preparing for the near-future 

threats posed by shared smart home devices. Accordingly, the next section discusses 

issues of smart homes and interpersonal privacy.

2.4 THE FUTURE, SMART HOMES, AND 
INTERPERSONAL PRIVACY
The increasing embedding of IoT devices into “smart homes” poses a near-future 

threat to victims of IPA, as do wearables that track users’ locations and biometric data. 

Currently, consumer IoT devices — smart door locks, thermostats, activity monitors, smart 

watches — connect to users’ smartphones as a central point of control. If perpetrators 

have access to victims’ phones, they have access to data from a potentially wide range 

of devices that allow them to track almost every aspect of a victim’s life. Furthermore, 

future scenarios for smart homes envision smart hubs — Amazon Echo, Google Home, 

Apple HomePod, Samsung Connect Home — as being the central devices that allow 

users to manage all functionality in a networked house. However, current smart home 

devices do not offer robust support for multiple user accounts, leading to scenarios in 

which all people living in a home have access to everything on the account used to 

activate a given device (Jang, Chhabra and Prasad, 2017).
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Furthermore, a number of proposals for a social internet-of-things (SIoT) have emerged 

in recent years. What these proposals envision is a network of devices and people, in 

which devices can become “friends” with other trusted devices. For example, in the 

scenario of an intimate relationship, individuals’ devices could autonomously share 

information, with each other, and receive privileged access rights if their devices 

detect long-term frequent interactions between the owners. The vision for social smart 

objects is they will be able to 1) communicate with other objects in an autonomous 

way and independent of their owners, 2) autonomously crawl the network of devices 

and build “relationships” with devices capable of providing data or a particular service, 

and 3) advertise their presence and the services they are capable of providing to the 

rest of the network (Atzori, Lera and Morabito, 2014). Although this may not be seen 

as an issue for the general public, it could become very problematic for victims of IPA, 

which account for 27.1% of women and 13.2% of men in England and Wales (Office for 

National Statistics, 2016). In this scenario, it is easy to imagine the several added layers 

of complexity that would be required for everyday consumers to manage their digital 

privacy and security. Especially given that users, who are not under the pressure of 

living with an abusive partner, are currently unable to effectively manage the complexity 

of existing security and privacy settings (Acquisti et al., 2017).

The section provides a brief background and definition of smart homes. It then discusses 

existing smart home research in relation to the gendered dimension of home living, 

followed by a discussion of interpersonal privacy — or privacy between individuals — 

within the context of shared home devices. The work discussed in this section relates 

to the findings presented in Chapter 3 and 4.

2.4.1  INTRODUCTION
Smart home device adoption rates in the UK are currently around 19.7% and expected 

to reach 39.0% by 2022 (Statista, 2018b). Revenue from smart home technologies is 

expected to be around £118,799m in the UK by 2023 (Statista, 2018b). Although wide-

spread adoption has not been as rapid as initially expected, technology giants, such as 

Amazon and Google, have been releasing an increasing amount of smart home devices 

in a reaction against an oversaturated smartphone market and in a push to find new 

revenue sources (Shin, Park and Lee, 2018). What is more, governments all around the 

world are funding smartification projects based on a widespread belief that smart cities 

and smart homes are able to maximise energy efficiency and, therefore, contribute to a 

reduction in fossil fuel consumption and climate change (European Commission, 2016; 
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Vesnic-Alujevic, Breitegger and Pereira, 2016). The concept of a smart home is based on 

the notion that an internet-enabled intelligent agent, through a series of smart devices, 

can perceive the state of the physical environment and its inhabitants. Based on the 

perceived states, the agent is then able to automatically make adjustments to assure 

residents’ safety and comfort, as well as assisting them in achieving daily tasks such as 

cooking, scheduling, and maximising household energy efficiency (Cook, 2012, p. 1579).

Early 1980s visions of the smart home promised more leisure time by reducing the effort 

involved in housework, particularly for women (Nyborg and Røpke, 2011; Strengers, 

2016). While traditional household appliances such as the vacuum cleaner and clothes 

washer did, in fact, reduce the amount of physical effort required for such tasks, they 

also created more work for women by raising expected social standards of cleanliness 

and reducing the perceived effort of maintaining a household (Strengers and Nicholls, 

2018). At the same time, women have taken up work outside of the home. Both of 

these factors contribute significantly to women’s paid and unpaid labour. I choose to 

say “women” here and not “people” due to the fact that most of the housework, even 

in “developed” countries, is still mainly performed by women (Perez, 2019). What is 

more, the types of work performed in the home are largely defined by gender norms 

(Giménez-Nadal, Mangiavacchi and Piccoli, 2019; Perez, 2019). Therefore, in order to 

understand the context of use of smart home devices, it is essential to understand the 

dynamics of the household. Given that this work focusses on female victims of domestic 

abuse, and that all of the research participants were involved in an abusive relationship 

with a member of the opposite sex, it is essential to understand the household dynamics 

that playout between women and men within the context of a smart home.

The remainder of this section discusses, in turn, existing research and theory related 

to 1) smart homes, the domestication of technologies, and gender, as well as 2) smart 

homes and interpersonal privacy.

2.4.2 SMART HOMES, THE DOMESTICATION OF 
TECHNOLOGIES, AND GENDER
Although a growing amount of industry and academic work focusses on smart homes, 

it has mainly concentrated on the technical challenges of development, whilst over-

looking social aspects of home living and the complexity of relationships between 

household members (Wilson, Hargreaves and Hauxwell-Baldwin, 2015). Smart home 

development has largely assumed that if a particular technology works and is available 
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to consumers, it will be adopted. However, a multiplicity of factors influence technology 

adoption and the way that technologies are used in daily life, which may not correspond 

to developers’ and designers’ intentions for how a given artefact will, in fact, be used.

Strengers at al. (2019) argue that technological determinism has largely shaped the 

development of technologies meant for the home, whilst overlooking the social structures 

that shape technology usage within a domestic setting. In opposition to technological 

determinism, is domestication theory. Domestication theory opposes the view that 

technologies are pre-given, unchanging entities that diffuse through society and are 

adopted by passive users who ‘simply adapt to what is offered to them’ (Lehtonen, 

2003). Domestication theory believes that there is active work, on the part of users, in 

‘taming’ technologies and adapting them to the domestic environment (Hargreaves, 

Wilson and Hauxwell-Baldwin, 2018). To simplify, domestication involves the following 

cyclical and mutable processes on the part of users:

 ċ being exposed to a new technology, its features, and functionality, as well as 

reflecting on how it may be useful;

 ċ purchasing and learning how to use the new technology;

 ċ incorporating the technology into everyday life and identity formation, which 

changes over time and can also result in rejection or processes of re-domestication 

(Sørensen, 1994).

In this context, it can be argued that the domestication process involved in living with 

smart home technologies may not be experienced by all household members in the 

same way. The social structures, effects of the technologies, adaptation strategies, 

and perceived benefits and trade-offs vary across individuals. Whilst smart home 

manufacturers promote ideas of reduced housekeeping effort and more leisure time, 

improved security, and comfort (Hazas and Strengers, 2019) afforded by smart devices, 

these benefits may not be equally distributed amongst all members in a household. 

In fact, recent human-computer interaction (HCI) literature highlights that, on the one 

hand, smart home technologies are intended for the home, where dynamics between 

household members are highly gendered and their experiences of home living are 

heterogeneous (Rode and Poole, 2018; Strengers et al., 2019). While on the other hand, a 

gender dimension is largely absent from HCI studies and theory (Rode and Poole, 2018).

Early work by Berg (1994) argued that the smart house is a gendered construction made 

by men, from a male perspective, whilst overlooking the meaning of the home from a 
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female point-of-view. Indeed, smart home devices are largely produced by an industry 

lacking in gender diversity (and diversity more generally) (Wachter-Boettcher, 2017), 

which has foregrounded technically proficient and hobbyist men as the target-users 

and adopters of smart homes (Strengers and Nicholls, 2018; Strengers et al., 2019). As 

a consequence, it has been argued that women sometimes choose to actively reject 

novel technologies, present themselves as non-technical, or experience what has been 

termed as gender inauthenticity. Gender inauthenticity refers to a misalignment between 

feminine gender identity and displaying technical competency (Ensmenger, 2015).

Unsurprisingly then, research has found that the use of technology within the home 

mirrors and reinforces stereotypical divisions of labour and gender roles. On the one 

hand, more work is created for men in the form of purchasing, installing, and main-

taining smart devices — digital housekeeping (Rode and Poole, 2018; Strengers et al., 

2019). On the other hand, women’s chores remain largely the same and may, in fact, 

be exacerbated due to the time that men are now spending on digital housekeeping 

(Strengers et al., 2019). Rode and Poole (2018, p. 8) found that, more often than not, 

men play the role of technology czars within a household, while women play the roles 

of “the good woman, damsel in distress, and technophobe”.

Their study of 29 households in the United States (US) revealed that, in the majority 

of cases, men were responsible for installing, maintaining and operating smart home 

devices (Rode and Poole, 2018). Particularly relevant to this PhD work is the authors’ 

discussion of digitally chivalrous gentlemen and helpful men, in which the adult man in 

the household assumes the role of installing, maintaining, and controlling technology 

in an effort to remove this burden from his female partner. The authors discuss this 

as a form of digital chivalry in which men position themselves as using smart home 

technologies, such as digital doorlocks and indoor cameras, to care for and protect the 

family. However, Rode and Poole (ibid.) also argue that men’s control of technologies 

within the household can have the result of limiting women’s mastery of such devices 

and leave them vulnerable in cases of temporary and/or permanent separation from 

the technology support provider. This could happen, for example, in the case of a 

divorce where one of the partners may find herself living in a home that she does not 

know how to operate, nor does she have the necessary system permissions to do so.

Similarly, in a study of 18 households in the US, Geeng & Roesner (2019) observed 

differences in power, agency, technical skill, and technical interest among different 

members in a household. In 16 of the households, it was the male who assumed the 
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role of technology driver; and 14 of the technology drivers were the only occupants 

who had installed any sort of smart device in their homes. The drivers often had a 

female partner who assumed the role of the passive user. The authors argue that, in this 

context, smart home drivers have access to more functionality and information than 

passive users, which allows them to set permissions for different household members 

and know when someone is, for example, in or out of the house. What is more, when 

improperly used, privileged access to functionality and information can enable the 

surveillance of other household members without their knowledge or consent (Geeng 

and Roesner, 2019).

A 2019 study of 31 Australian homes revealed that, in most cases, “masculine-identifying 

tech-enthusiasts” were responsible for purchasing, setting up, and maintaining digital 

devices in the home (Strengers et al., 2019). The study’s authors observed traditional 

gendered divisions of labour in the household and that the digital housekeeping work 

was mainly undertaken by men — an activity that was quite often seen as a pleasurable 

hobby. One of the challenges highlighted in their work is that of “overcoming potential 

threats to women posed by increased security, surveillance and control in the home”, 

which is a direct result of the gendered control of networked technologies within the 

households they observed (Strengers et al., 2019).

Despite the fact that family units are quite often idealised in HCI literature and smart 

home promotional materials, families are not always healthy, happy, and caring units 

(Munro, 2018). In cases of intimate partner abuse (IPA), for example, one partners’ 

control over home technologies may enable intimate surveillance without the victim’s 

knowledge and/or consent. It is important to note that, as previously mentioned and 

despite the studies cited above, sociological work on smart homes has largely been 

absent from HCI and other related literature (Wilson, Hargreaves and Hauxwell-Baldwin, 

2015). A recent review of smart home literature found only 20% of publications were 

based in the social sciences, rather than in technical development (Wilson, Hargreaves 

and Hauxwell-Baldwin, 2015). Furthermore, as highlighted by Strengers (2016), studies 

that include users have mainly focussed on user-acceptance of smart home devices and 

on how such devices can respond to user-needs. Less attention has been paid to how 

smart home devices interact and influence the domestic environment and its routines.

Technology-facilitated abuse sits within the broader context of gender inequality and 

the traditional male-dominated digital technology industry and therefore, the interaction 

between smart home devices and the power dynamics of the domestic environment 
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cannot be ignored. This work aims to extend existing research on the social dimensions 

of smart homes. This research with IPA survivors and support workers contributes 

to an understanding of user needs and requirements beyond the male, middleclass, 

early-adopter. It, therefore, contributes by bringing in a perspective that has not been 

considered before in smart home theory, design, and development. In light of a gendered 

dimension in the control of smart home devices, the next section introduces issues of 

interpersonal privacy between household members in a smart home.

2.4.3 SMART HOMES AND INTERPERSONAL PRIVACY
Devices within the home, such as smart door locks and indoor security cameras, 

gather a wide range of information regarding household members’ habits and routines. 

Information about a household member’s daily activities can be gathered through 

device logs (e.g., a door lock will have information on when a user left and re-entered 

the house) or through live video and audio feeds, which can be accessed remotely, 

in real-time, by another user outside of the house. Although such capabilities may 

not be of concern to all users, access to shared home device feeds and logs can be 

problematic in households where abuse is taking place.

Smart home privacy and security research has mainly focussed on the technical aspects 

of insecure software engineering practices and user privacy from service providers 

and manufacturers (Wilson, Hargreaves and Hauxwell-Baldwin, 2015; He et al., 2018; 

Zheng et al., 2018). As argued by He et al. (2018), less attention has been directed at 

investigating who has control of shared home devices and in which contexts, as well 

as ways of authenticating different users within the same household.

Traditional devices such as laptops and smartphones are personal devices — intended 

to be used solely by one person — and therefore, once a user is authenticated there 

is less of a need to continually verify who they are and what they have access to. 

Furthermore, whilst personal devices have screens or keyboards that can be used for 

password and biometric authentication, many smart home devices are shared between 

users and lack these forms of input. Hence, such forms of authentication are no longer 

an option for smart home devices. In fact, smart home devices are notoriously poor at 

supporting multi-user accounts (Jang, Chhabra and Prasad, 2017). The result is that, 

more often than not, the user who sets up the devices in the home has access to shared 

data logs, remote feeds, and the ability to constrain other users’ permissions to access 

a device (Mennicken and Huang, 2012; Mäkinen, 2016; Rode and Poole, 2018; Geeng 

and Roesner, 2019; Strengers et al., 2019).
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Interpersonal monitoring — monitoring between individuals — within a household 

raised concerns even before the proliferation of smart home devices. In an early 

effort to understand what might affect people’s perceptions and use of home sensing 

and recording technologies, Chloe et al. (2012) conducted an empirical study with 

11 households in Seattle, United States. The study included in-lab activities, the use 

of sensor proxies in situ over a period of 4 weeks, and interviews with participants. 

It was found that tensions arose, regarding privacy and acceptability of sensing and 

recording technologies in the home, between members of the same household. The 

authors report on tensions between couples, between parents and children, as well 

as between residents and visitors. They found that, for example, couples were con-

cerned over recordings 1) being used by one partner to verify the veracity of events 

as recounted by the other partner, or 2) being taken out of context and used within 

divorce and child custody proceedings.

Similarly, Mennicken & Huang (2012) conducted a study investigating user motivations 

in adopting smart homes, the phases involved in making a home smart, and the roles 

that were carried-out during adoption and use by individual household members. The 

authors conducted semi-structured interviews with participants from 7 households living 

with smart home devices, 3 households in the process of building a smart home, and 7 

professionals working on smart home development. All primary users — or technology 

drivers — in their study were male, whilst all passive users were female, supporting the 

studies reported on in the previous section (Rode and Poole, 2018; Geeng and Roesner, 

2019; Strengers et al., 2019). What is more, although their study was not specifically 

focused on issues of interpersonal privacy between household members, the study 

nonetheless uncovered cases of the primary user denying access permissions to all 

other users in the same household. Power over which permissions are assigned to 

other household members essentially gives the primary user control of the system and 

access to all household data, including data gathered from other household members.

In a more recent study including 13 interviews with users of smart home surveillance 

devices, one of the observations was that if devices offer affordances that enable 

surveillance (e.g., video and audio), then there are users who may not trust themselves 

to resist monitoring other household members (Mäkinen, 2016). Many of the study 

participants report monitoring other household members, especially children or adults 

engaged in a potentially dangerous activity, out of care. Whilst caring surveillance was 

accepted as beneficial by all participants, Mäkinen (2016) highlights the fine line between 

surveillance as an act of caring or surveillance as an act of control. Interestingly, in 



44

Jakobi et al. (2017), an 18-month living lab study of 14 households, only once users had 

been interacting with smart home devices, for a period of time, did they realise their 

potential for surveillance in the amount of information that could be derived about a 

household member through historic device logs. For example, participants realised 

that such data could be used to infer when someone was at home or not.

Goulden et al. (2018) propose that networked home technologies play an important role 

in when and how the activities of others can be observed within the household. Based 

on a study of 6 households, they argue that this leads to new forms of observability, 

which, in turn, creates new forms of accountability as activities that were previously 

hidden are now made visible through smart device data. The visibility of previously 

unseen behaviours can be mediated through direct visualisation of centralised home 

device logs, feeds, or through the adaptive behaviour of the system itself. What is more, 

these new forms of observability mean that household members require novel ways of 

managing their privacy or regulating their behaviour when privacy is no longer possible 

(e.g., leaving the house without being logged by the smart door lock).

In another study, Tolmie and Crabtree (2018) point out that when data is accessible 

through shared devices, one user’s effort to keep the data hidden may be an act that, 

in itself, becomes accountable and questionable by their partner. The authors give 

an example of one partner, every night, asking the other “are you off to bed now?” 

and only then checking their Facebook page on the shared tablet, which over time 

is a behaviour that could be interpreted as suspicious. In the case of IPA, if a victim 

chooses to put a device, such as an indoor security camera, on “snooze” mode so that 

it doesn’t record for a period of time, then this may be questioned by the perpetrator. 

In such a scenario, the act of seeking privacy is recorded on the shared device log 

and open to be viewed and questioned by the primary account holder. Centralised 

and aggregated device logs, thus, remove a layer of interpersonal privacy between 

household members in a smart home. What is more, it may not always be the case 

that all household members understand and consent to the removal of that layer of 

privacy, prior to device adoption. It may be the case that the primary user installs smart 

devices and other household members only become aware of the devices’ impact on 

privacy through daily usage. At which point it may be too late to request that the device 

be removed without generating conflict.

In this context, a study being run collaboratively between PETRAS IoT Hub at University 

College London, the London Violence Against Women and Girls (VAWG) Consortium, 
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and Privacy International has found that although IPA through the IoT is not yet wide-

spread, these technologies show the potential for exploitation, especially regarding 

shared accounts, tracking/location capabilities, and remote audio and video feeds 

(Velia, 2018). The researchers report concerns over surveillance through devices logs 

on smart home hubs (e.g., the Amazon Echo), smart thermostats, as well as over the 

remote control of devices that could be used to, for example, deprive a victim of heating 

during winter. Their study has been informed by interviews with domestic abuse or-

ganisations, frontline support workers, police representatives and academics in the UK.

Other authors have acknowledged the need for participatory approaches to smart 

home development. Rohracher, already in 2003, argued that engaging with a wide 

range of potential users may be an effective approach to ensure that the widest pos-

sible range of user needs, concerns, and requirements are addressed in smart home 

design. The author also highlights that research on smart homes, when it does involve 

users, they tend to belong to specific social groups comprised of early-adopters who 

are relatively wealthy and highly educated (Rohracher, 2003). However, as noted by 

Strengers et al. (2019), users have largely been absent from smart home research and 

development. More specifically, individuals from marginalised populations are less 

likely to participate in research on networked technologies, resulting in a situation in 

which researchers and manufacturers are unaware of the risks that such technologies 

may pose to, for example, victims of IPA (Zheng et al., 2018). Further research on the 

impact of smart home devices on interpersonal privacy within the home is necessary 

to avoid empowering those using devices for abuse and placing victims at further risk.

This PhD work contributes to a more comprehensive understanding of a more diverse 

set of user needs, concerns, and requirements regarding smart homes and interper-

sonal privacy. More specifically, it aims to add the voice of a marginalised group, for 

whom reduced interpersonal household privacy may lead to escalations in abuse and 

violence, to the HCI discourse and to the design of near-future smart home devices.

2.5 CONCLUSION
The contextual review has informed this research in a number of ways and layers the 

foundation upon which the aims and objectives of the research (Section 1.3) can be 

addressed, as informed by existing work and the context within which this PhD sits. 

Firstly, DA gender prevalence studies set the scene for this work’s focus on recruiting 

survivors of DA who identify as female. Secondly, recent research points to the fact 
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that cyber-aggression has become a tool for perpetrators to further harass, control, and 

intimidate victims. It therefore poses a novel threat within the landscape of DA and is 

identified as a gap in current knowledge and support service provision. Although existing 

and ongoing research is investigating forms of cyber-aggression within IPA (Matthews 

et al., 2017; Snook, Chayn and SafeLives, 2017; Freed, Palmer, Ristenpart, et al., 2018), 

this work builds upon those studies by, as described in Chapter 3, including novel 

sources of data (online domestic abuse forums), as well as interviews with survivors 

and support workers. Finally, accounts of IPA facilitated by smart homes devices have 

begun to emerge (Bowles, 2018) and given their relatively novel nature research has 

yet to investigate issues of interpersonal privacy in smart homes within the context 

of IPA. The codesign workshops with survivors and support workers, reported on in 

Chapter 4, adopt a speculative approach to predicting the interpersonal privacy threats 

posed by these technologies to victims. The aim of this work is proactively anticipate 

such threats and provide victims and support workers with the tools necessary to 

understand the issue and safeguard themselves. The tool that has been developed, in 

collaboration with Refuge is detailed in Chapter 5.
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A growing body of research has investigated the role of digital technologies within 

abusive intimate relationships. Much of this research has found that email, social net-

works, and mobile phones are used by perpetrators to monitor, harass, threaten, and 

intimidate victims remotely and on an ongoing basis (Southworth et al., 2007; Freed et 

al., 2017, 2018; Matthews et al., 2017; Chatterjee et al., 2018; Harris and Woodlock, 2018). 

Technology-facilitated intimate partner abuse (IPA) has several characteristics that 

differentiate it from in-person IPA. As argued by Watkins et al. (2016), the nature of digital 

technologies allows perpetrators to harass and monitor victims remotely, regardless of 

physical distance, and therefore enable the abuse to permeate into victims’ lives at any 

time and in any space. Furthermore, technology-facilitated abuse lacks the social and 

physical cues that characterise in-person communication, therefore, perpetrators may 

be less inhibited and send content that is more abusive than what they would otherwise 

communicate face-to-face. Finally, the relative permanence of digital communications 

means that they can be read more than once and can be shared with a larger audience 

(e.g., revenge porn) (Watkins, Maldonado and DiLillo, 2018).

Research on technology-facilitated IPA has mainly been conducted in the US (Dimond, 

Fiesler and Bruckman, 2011; Freed et al., 2017, 2018; Matthews et al., 2017) and Australia 

(Woodlock, 2016; Harris and Woodlock, 2018) with support workers and victims 

engaged with professionalised support services. However, little is known about the 

current landscape in other geographic regions and about victims who may not be 

accessing formal support. In this context, a study of data from three peer-to-peer 

online domestic abuse forums was conducted. The forums are open to any victim or 

survivor that wants to join, regardless of whether they are accessing formal support 

or not. Interviews with survivors and UK-based support workers were also conducted 

in addition to the analysis of online forum data, in order to gain perspective into the 

current support provision landscape in the UK. In this context, this study aimed to 

answer the following questions:

1  Are the current forms of technology-facilitated IPA being faced by survivors who 

are not engaged with formal support services, the same as those reported by 

existing research in the US and Australia? 
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2  Are the challenges faced by UK-based support workers, in providing support, 

the same as those reported by research in the US and Australia?

The findings from the insight gathering phase reported on in this chapter, have been 

used to inform the codesign workshops discussed in Chapter 4. This chapter describes 

the processes of gathering forum data, conducting interviews, and analysing the data. It 

then reports on the main findings and offers a discussion of those findings. The chapter 

closes with a conclusion that outlines how the findings from the interviews and forum 

data informed the codesign workshops.

3.1  INTERVIEW PROCEDURE
Semi-structured interviews are often considered to be an effective way of giving voice 

to marginalised or under-researched communities (Willig and Rogers, 2017). In this 

work, semi-structured interviews were conducted with survivors of IPA and professional 

support workers. The interviews explored 1) their experiences of technology being 

leveraged, by perpetrators, as a tool for abuse; 2) strategies used to cope and defend 

themselves from the technology-facilitated abuse; 3) gaps in support and information 

provision; as well as 4) needs for improving existing support services. Interviews with 

survivors were either conducted over video conference calls or at a trained therapist’s 

office. Interviews with professionals took place either remotely or in a private space 

within their work premises. Professionals were authorised to take part during their 

regular working hours. In addition to the questions asked to survivors, professionals 

were also asked about their digital security and privacy knowledge, as well as thoughts 

on and needs for future training. These questions were asked in order to identify gaps 

in existing support provision. Interviews lasted between 30-95 minutes, depending on 

participants’ availability. All anonymisation and consent procedures were discussed 

with interview participants. Participants were also made aware that they could revoke 

their participation at any point without negative consequences.

3.2 FORUM DATA SCRAPING PROCEDURE
Regarding forum data, web scraping1 was used to retrieve posts from three online 

domestic abuse forums, and then exported in JSON. An automated scrape of 200 

pages was run for each forum, resulting in:

1 Web scraping is the process of collecting structured web data in an automated fashion. For this PhD, forum pages in HTML were scraped and exported as JSON (JavaScript 
Object Notation) files for analysis.
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 ċ 189 posts from a specialised DA forum run by an NGO [NGOF], with posts 

dating between 13.10.17 and 21.11.17;

 ċ 375 posts from a DA community forum [CF], with posts dated between 12.05.12 

and 9.07.17;

 ċ 181 from a community DA subforum [CSF], with posts dated between 24.04.17 

and 29.07.17.

Forum names have been removed to maintain anonymity. Similarly, any forum transcripts 

that have been included, to illustrate the findings, are not word for word transcriptions. 

I have adjusted for abbreviations and language that may be used to identify individuals, 

corrected grammatical and spelling mistakes, and removed any identifiers (e.g., names, 

locations), without altering the sentiments, ideas, and/or events being described. This 

has been done so that a simple search engine query of the transcript will not lead to 

the original forum post, in an effort to preserve forum members’ anonymity.

3.3 PARTICIPANT CHARACTERISTICS
Four female domestic abuse survivors [S] were interviewed, two were based in the UK 

and another two in the US. Three survivors had children with the former abusive partner 

and none of them were currently in a relationship with the former abusive partner.

Nine support workers [SW] were interviewed and are all based in the UK. Seven identify 

as female and two as male. Professionals came from a variety of third-sector support 

organisations, including those mainly supporting female victims, professionals supporting 

victims in same-sex relationships, and others working with both victims and perpetrators 

on violence prevention programs. All participants’ names have been replaced with 

a pseudonym. Regarding forum data, it is not possible to provide demographics, as 

most forum users login under a screenname and do not share identifying information.

3.4 ETHICS
In order to reduce possible risks of participation, only survivors who were no longer 

in an abusive relationship were recruited to take part in the interviews. Furthermore, 

a therapist with experience of supporting victims of IPA was present in all interviews 

with survivors. The therapist was there to intervene in the interviews should survivors 

need support, which did not happen in any of the interviews. Interviewees were also 
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informed that the therapist would be available to them for a session after the interview, 

free of charge, should the interviews bring up anything they would like to talk about. 

The therapist was available to meet survivors in-person at her office, or over the phone.

Participant Information Sheets and Consent Forms were sent to participants at least 

one week in advance of interviews. First contact with survivors was always achieved 

through a support organisation or group, rather than directly by me. This was done in 

order to preserve potential participants anonymity until they had agreed to take part. 

Once survivors had agreed to participate, direct contact was established in order to 

schedule a time and date that suited everyone.

I undertook training on how to support victims of IPA through my volunteering with 

Victim Support and the Domestic Violence Intervention Project. I began my volunteering 

activities before the PhD started and have continued throughout, supporting victims 

of IPA on a weekly basis.

3.5  INTERVIEW & FORUM DATA ANALYSIS
All interviews were transcribed prior to analysis. A thematic analysis (Saldana, 2015) 

was conducted on 754 forum posts and 496 interview excerpts related to accounts 

of 1) technology being used as a tool for abuse, 2) victims and survivors’ use and un-

derstanding of technology, as well as 3) support workers’ advice on how to deal with 

technology-enabled abuse. The excerpts were selected following a thematic analysis, 

which began by a close reading of the interview transcripts. For the forum data, this was 

achieved through a keyword2 search method followed by a close reading. Whenever a 

particular keyword was found, the whole forum post was read, coded, and a transcript 

saved. An initial phase of coding was carried-out based on a first reading of the data. 

Codes were then iteratively defined and described through a second close reading. The 

codes were documented in a codebook that was used to perform an in-depth analysis 

of the data, which was subject to a third and final round of coding. Lastly, a thematic 

grouping of the codes led to the themes detailed in the Findings section below.

Interviews with survivors were analysed in conjunction with the forum data. Given 

that only two survivors were based in the UK, it was not possible to focus the analysis 

on UK-based survivors’ experiences. Contrastingly, interviews with support workers 

2 The keywords were: Android; App; Facebook; FB; Computer; Camera; Email; Find my; Find my Phone; Find my Friends; GPS; Hacked; Hacking; Hijack; iMessage; Instagram; 
Internet; Intimate Photos; Intimate Pics; Intimate Pictures; iPad; iPhone; Keylog; Laptop; LinkedIn; Malware; Monitoring; Pics; Phone; Photos; Porn; Recording; Revenge Porn; 
Sext; Smartphone; Snapchat; Social Media; Spyware; Stalkerware; Stalking; Tablet; Text; Tracking; Twitter; Video; Webcam; WhatsApp.
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were analysed separately and focussed specifically on the current landscape of UK 

support provision.

3.6 FINDINGS
This section is organised according to the three main themes that emerged from an 

analysis of the data, namely:

1  Forms of technology-facilitated abuse;

2  Victims’ use of technology within the context of IPA;

3  Peer-support and professional advice on digital privacy and security.

Each theme is composed of two to four subthemes. Table 1 provides an overview of the 

themes, a description of each subtheme, and illustrative transcripts. It is important to 

highlight that these three themes are not mutually exclusive and, in fact, often overlap 

with each other. The following sections expand upon each of the themes in more detail.

THEME 1: FORMS OF TECHNOLOGY-FACILITATED ABUSE
The first theme focusses on the forms of technology-facilitated abuse discussed in the 

interviews and on the forums. An analysis of the transcripts revealed that a combination 

of abusive techniques is generally employed by perpetrators, which means that the 

forms of technology-facilitated abuse described in this section often overlap with each 

other, as well as being part of a larger pattern of physical, sexual, and/or emotional 

abuse. For example, in the transcript below, a forum member describes how digital 

surveillance led to verbal and physical aggression.

My abusive partner used variations of monitoring and surveillance apps to invade my 

privacy and to justify physical assaults against me. The monitoring and surveillance 

often lead to verbal and physical assaults. I contacted [name of support organisation 

removed] but because I am not a resident in that country, they cannot offer me practical 

forms of support. [CF]

Given the complexity of Theme 1, it has been broken down into four subthemes, namely 

1) overt surveillance, 2) covert surveillance, 3) restrictions to device access, and 4) 

threats, harassment, and abuse. Although there is overlap between subthemes, this 

has been done for the purposes of clarity and structure.
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OVERT SURVEILLANCE

Surveillance was widely discussed among forum members and in the interviews. Overt 

surveillance, where the victim is aware of being monitored, was the most commonly 

discussed. The nature of intimate relationships means that perpetrators are often able 

to gain access to victims’ devices and accounts, either because they know or can guess 

the victims’ passwords or by forcing the victim to give them access. In the transcript 

below, a forum member describes the perpetrator threatening to destroy her devices 

unless she gives him her passwords.

I live with my husband and two children. My husband never leaves home, he also 

won’t agree to end the relationship. He becomes abusive whenever I mention any of 

these things. He also takes my phone, tablet, etc., and threatens to break them unless 

I give him my passwords. [NGOF]

In other cases, perpetrators buy and set up all the devices in a household, giving 

themselves access permissions to victims’ devices. With the emergence of the cloud 

and the possibility of automatically backing up devices to a central storage location, this 

can mean that perpetrators only need a single password to access victims’ personal 

information and communications.

He bought all our devices! He set all our devices to upload everything (contacts, 

messages, etc.) to the cloud, which he owns and has a password for. He would get 

copies of all my emails, appointments, etc. [NGOF]

Having access to victims’ devices and accounts means that perpetrators can monitor 

activities such as victims’ location, movements, and digital communications. Particularly, 

overt surveillance restricts the ways in which victims can access support. The quote 

below demonstrates one victim’s difficulty in getting in touch with a support worker, 

which led her to seek support online on the forum.

I wish I could call the support worker back but I am at home. He is sleeping, but I only 

have my mobile phone and the landline phone, and he has access to both of these. [CF]

In addition to restricting victims’ access to professional support, overt surveillance also 

limits victims’ ability to seek support from friends and family. The following transcription 

illustrates how surveillance forces victims into isolation from their closest social connec-

tions and creates an environment stripped of the privacy required to access support.
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He has access to all my emails, my bank account, my phone. Literally everything. 

Every time I try to get advice from friends or family, he goes through my messages. 

Now I delete everything. Even this forum post is sent from an email address he doesn’t 

know about using a browser without trackers. I have no privacy and I am always being 

watched. [CSF]

Another victim describes how the perpetrator read text messages that she had ex-

changed with a friend. In the messages, she seeks support and expresses discontent 

with the intimate relationship. The forum member reports that the perpetrator became 

physically aggressive and broke the victim’s phone, after reading the texts. Incidents 

such as this — where digital surveillance leads to physical assault — may have the 

effect of deterring victims from reaching out for support again.

He wanted to read my text messages. I explained that none of them were sexual, romantic, 

or flirtatious in nature, but I did have some texts complaining about our relationship 

with a friend. This led him to smash my phone into pieces. He then choked me. [NGOF]

Furthermore, transcripts reveal that perpetrators will attempt to justify abusive behaviour 

by claiming that the victim is being unfaithful or intending to do so. Victims’ digital 

communications and social media activity are carefully monitored for any interactions 

that could be perceived as a threat to the romantic relationship. As one victim describes,

He linked himself to my Amazon account so I cannot buy that book [about understanding 

abuse] online without him knowing. He also checks my online activity and asks about 

who I may have been talking to. He goes through my Facebook posts and asks me 

about every man that has left any type of comment: “Who is he? How do you know 

him? Has he ever been inappropriate?” [CF]

What is more, as exemplified in the transcript below, perpetrators will leverage allegations 

of infidelity to enforce further surveillance. In this way, perpetrators’ position surveillance 

as a reaction to victims’ behaviour. Behaviour which is framed as antagonistic to the 

romantic relationship and, consequently, in need of being monitored.

After 3 or 4 months together, I started noticing that he checked my phone and email 

regularly. He lost control over an innocent text that I received from a male friend. He 

implied that he would put cameras in the bedroom because he didn’t believe me when 

I told him that I did not know why there was a pillow on the floor. [CSF]

Most of the above examples of overt surveillance rely on perpetrators having physical 

access to victims’ devices in order to carry out surveillance. However, even without 
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access, surveillance was achieved by monitoring victims’ posts and interactions on 

social media, or as the quote below demonstrates, through common app features such 

as read receipts.

The man I am dating says that he will beat me if he ever finds me cheating. He says 

that he is watching me on social media to make sure that I don’t fuck him over. [CF]

He knows when I wake up in the morning because he sends me a text at night, after I’m 

asleep, and when he sees it’s been delivered, he knows I’m up. I noticed this because, 

within 5 minutes of waking up, he’s usually at my door. [CF]

Victims are also expected to always be available through digital technologies, whether 

it be instant messages (IMs) or phone calls. Victims fear the consequences of not 

replying immediately or within the timeframe expected by the perpetrator. As one victim 

describes, not being immediately available to answer perpetrators’ IMs and calls led 

to various forms of threats and abuse.

He constantly called me when he was away or I was in another place. If I don’t answer 

the phone, or if I don’t answer quick enough, he calls me a whore. He leaves voice 

messages, texts, and emails that are filled with treats and abuse. [NGOF]

Even when engaged in professional (e.g., at work), social (e.g., out with friends), or personal 

activities (e.g., sleeping), victims are expected to be available. In some of these cases, 

it is clear how the ubiquity of digital technologies allows perpetrators to monitor and 

control aspects of a victim’s life that were not possible before the ubiquity of personal 

connected devices. As one victim discusses,

He keeps me on the phone for hours at night until I fall asleep while he is still talking. 

He checks all my calls and messages and I’m not allowed to work 15 minutes late 

because he’ll accuse me of cheating. I must also always be available to pick up the 

phone, even if I’m at work. [NGOF]

In addition to always being available, victims are often expected to be locatable. 

Victims are threatened or coerced into sharing their live location data with perpetrators, 

which is something that would not be possible prior to the ubiquity of smartphones. 

It, therefore, constitutes a novel, invasive, remote, and real-time form of coercion and 

control perpetrated through digital technologies.

Does anyone else get texts like this from their abuser for no good reason? I literally 

live on edge and check my phone incessantly because I’m afraid that if I don’t answer 
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him immediately, he will spin out of control. I hate this. [Post includes a screenshot of 

a text message asking the victim to send the perpetrator a pin of her location]. [CSF]

COVERT SURVEILLANCE

Covert surveillance was less common in the forum data and interviews. In covert 

surveillance situations, victims are (initially) not aware of being monitored. Surveillance 

is achieved through the use of spyware, keyloggers, or legitimate apps such as those 

used to track children, pets, and lost devices (e.g., Find my Phone). In such scenarios, 

victims may suspect they are being monitored but have no confirmation and, quite 

often, no way of proving the surveillance to others. The transcript below shows how 

victims can be monitored for a long period of time before becoming aware of it.

I am looking for people with similar experiences of being monitored through spy apps. 

My partner installed Zoemob [a family locator app] on my phone. I immediately lost 

all my privacy. It was the perfect tool to perpetrate abuse. Although these apps are 

extremely invasive, they do not seem to break any laws in [country removed]. Is there 

anyone else out there who has been monitored in this way? The app was covertly 

installed so, for a long time, I did not know I was being monitored. [CF]

An analysis of the data also showed that victims were unsure about how to identify 

covert forms of surveillance. The nature of spyware requires victims to possess a certain 

level of technical knowledge in order to 1) know that spyware exists in the first place, 

2) correctly identify spyware, 3) remove or have it removed, and 4) ensure the device 

is not compromised again. This was clearly observed in forum posts where victims ask 

each other for advice on how to detect and remove spyware, as well as in the interview 

with [S01]. The following transcript illustrates a victim’s difficulty in identifying spyware, 

which the police failed to detect, but was found with the help of a colleague from the 

IT department at her place of employment.

Um, it took me a long time, I stopped using my laptop, it took me a long time, um, to 

finally find someone who might tell me what’s going on. So, we took it in, he hooked 

it up to the business computer that he has, I don’t know. They hook it up to a hard 

drive, I don’t know if you’ve ever seen them do that, so they can’t hack into any of 

their stuff and he had just opened it, looked at it, and he said “ok, there’s a program 

running in the background, why didn’t the police find this?” So, he, I had them destroy 

the computer, I got another computer but I don’t know how he’s managing to get into 

everything. [Imogen]
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Even when spyware was not involved, victims did not have the technical knowledge 

required to effectively assess whether an account has been breached or how it had 

been breached. The transcript below illustrates the measures that this forum member 

took to re-secure her accounts, despite not knowing whether there had been breach 

nor on which account.

I have been on my cloud account from his computer so I don’t know if he knew my 

password or if he hacked my Facebook. I’ve gone on the cloud and changed my emails 

address and password. I’ve changed my password on Facebook too and set up the 

text alerts if someone is trying to log in. [NGOF]

The difficulty of identifying covert surveillance means that victims may suspect they are 

being monitored but are unable to identify the potential source of a breach. As seen 

in the quote above, this leads to situations in which victims are investing significant 

amounts of time, under distress, in an attempt to secure all of their accounts/devices.

RESTRICTIONS TO DEVICE ACCESS

Victims often reported cases where perpetrators would intentionally break and/or 

confiscate their devices, with the aim of limiting access to support or contact with 

people outside of the relationship. The transcript below shows how the perpetrator 

confiscated the victim’s phone immediately after a physical assault.

Today it escalated and he physically assaulted me. I’m fine. I’ve only got a few bruises 

so it’s nothing serious. Straight after he showed regret and cradled me, bathed me, 

and dressed me. He took my phone away from me for a while. He’s also taken my car 

and his keys to work today, so I’ll have to stay home all day. He’s broken me. All I can 

do is sit on the couch. I can’t face talking to anyone or going anywhere. I know I need 

to leave him. I’m trying. [CSF]

In addition to confiscated devices, victims also report that perpetrators remove SIM cards 

or break their devices during or after an escalation in abuse. In all of these scenarios, 

the aim is to restrict victims’ ability to access support, including from family, friends, 

professionals, or anyone outside of the romantic relationship.

He made sure I had no contact with anyone who would be able to support me. He 

used to remove the SIM card from my phone, smash my phone, or throw it out of the 

window. I cannot remember how many phones I had during that time of my life. [NGOF]
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Given the nature of IPA, where abuse takes place within the privacy of a home, a mobile 

phone may be victims’ only way of reaching support. However, as the transcripts show, 

perpetrators are well aware of this and effectively take steps to remove victims’ access 

to devices and consequent support. This victim describes how the perpetrator removed 

all access to outside support, locked her in the house, and physically assaulted her 

when he discovered that she was planning to leave.

When he found out that I was planning to leave him, he broke my mobile phone, 

disconnected the landline phones, and locked me in the house for four days. He 

continuously assaulted me over those four days and told me he was going to kill me. 

He switched off the electricity (during an incredibly hot summer) and did not allow 

me to drink any water. I honestly thought I was going to die but then I woke up on the 

last day and he had just disappeared. [CF]

THREATS, HARASSMENT, AND ABUSE

In addition to surveillance and restricting victims’ access to devices, perpetrators also 

misuse digital technologies for the purposes of carrying-out ongoing threats, abuse, and 

harassment. The ubiquity of digital technologies effectively extends perpetrators’ reach 

into almost every aspect of victims’ lives. This includes when victims and perpetrators 

are not physically co-located or in scenarios where internet connectivity would not 

have been as ubiquitous as it is now (e.g., outside or when commuting). As illustrated 

by the transcript below, victims report that ongoing technology-facilitated abuse has 

the effect of emotionally wearing them down.

The constant barrage of calls and texts sucks the life out of you. [CF]

What is more, the possibility of receiving real-time threats, at any moment, keeps 

victims in a constant state of fear and anxiety.

I know he is coming here to hurt me. I received several threatening emails from him 

stating this. [CSF]

Transcripts also show that persistent harassment extends to victims’ friends and family, 

potentially leading to the destruction of those relationships.

He bombarded me with text messages and phone calls at 4 am. He also contacted the 

girlfriend that I was out with, bombarding her with abusive messages too. This led her 

to not want to go out and celebrate her birthday with me. He got his way again. [CF]
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Once a relationship is over and perpetrators effectively lose physical access to victims, 

abuse and harassment via digital means seem to escalate. The quote below illustrates 

how the perpetrator leverages contact with his daughter to continue to harass and 

abuse the mother, via Skype and over the phone.

Yeah, well he’s, my two older girls’ dad so he does call on Skype and on the phone still 

and often he’ll still often be quite nasty to me over Skype or the phone. [Nora]

Later in the interview, S02 elaborates on how distressing this is. She also explains how 

she asks her daughters to point the phone’s camera away from her so that she is not 

in the image, despite the perpetrator requesting that his daughters show him their 

mother. Furthermore, after leaving the abusive relationship, victims’ social connections 

may continue to experience abuse and harassment through email, social media, and 

other forms of digital communications. This has the effect of placing victims in a state 

of constant worry that the ex-partner may find out current information about them, 

such as a phone number or home address. The transcript below illustrates how remote 

long-term harassment, enabled by technology, can lead victims to worry that they will 

never escape the abuser.

I’ve changed my phone number and moved into a new house, but he won’t stop 

emailing. He messages my friends, people from work, and my family. Everyone has 

had to block him. I’m so paranoid about him finding me or my new address. Will this 

ever end? [NGOF]

Furthermore, perpetrators’ use of new accounts or phone numbers to carry out abuse 

makes it more difficult for victims to block perpetrators, avoid their texts, calls, emails, 

or prove that the abuse is coming from a specific individual.

We became friends through playing video games online. Eventually, we began Skyping 

and talking until one day he told me that he loved me. He would get angry if I wasn’t 

talking to him whenever I wasn’t at work or school. When I tried to break-up he would 

threaten suicide and engage in self-harm. For about a month he’s been creating new 

accounts to harass me on social media, he’s made almost 500 new email accounts 

from which he sends me messages. He’s called my phone more than 100 times. He 

has contacted at least 10 of my friends and family, almost on a daily basis, and keeps 

threatening to end my life. It has been six months of getting messages from fake 

accounts that he’s made. He stalks me on social media, which I need for my job. [CSF]
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In other cases, perpetrators leveraged digital communications to make attempts to 

reconnect with victims. Victims discussed how perpetrators attempt to re-enter their 

lives after a period of separation through social media, IM, and email. The following 

transcript shows how one victim felt manipulated, over texts, into agreeing to re-enter 

the relationship and attend marriage counselling.

You won’t believe what I did. His [perpetrator’s] friend called me, on his behalf, asking 

to rescind the protection order I had obtained. My ex and I have now been texting. At 

first, they were harmless texts but yesterday after 5 hours of constant texting I agreed to 

marriage counselling. How did this happen? I sat in disbelief. He didn’t even apologise 

for threatening and scaring us. I’m beating myself up. [CF]

Often, forum members were aware that this behaviour would repeat itself every time 

they attempted to end their relationship with the perpetrator.

After a breakup, he eventually starts texting me and reels me back in. He will send 

me long texts about how he loves me, cares for me, and cries when he looks at old 

pictures of us together. [CSF]

These forum discussions reflect the delicate nature of intimate partner abuse as a 

crime where the victim/survivor maintains romantic feelings for the perpetrator. As 

exemplified by a forum member’s post,

It’s my birthday today. For most of the night and day, I have been checking my phone 

constantly to see if he texted or emailed me. He hasn’t and I am so upset. I’m crying 

typing this. [CF]

Furthermore, victims blamed themselves for maintaining contact with abusive ex-part-

ners, especially if contact then led to renewed abuse. The knowledge of only being 

an IM, email, or call away means that victims are required to exert immense levels of 

self-control in order to not contact or respond to perpetrators’ communications. In the 

transcript below, one forum member describes craving contact with the perpetrator 

and how once contact was established, it quite rapidly fell into old patterns of abuse. 

The victim then blames herself for exchanging IMs with the abusive ex-partner.

I craved his contact and he did contact me on Valentine’s Day. He was kind and nice 

for a few texts and then he turned and hurt me again. I should have predicted this. I 

should have seen it coming. [CF]

Communication through digital means was also used by perpetrators to convince 

victims that they had changed. Particularly, the asynchronous nature of IM means that 
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perpetrators can adjust their behaviour and consider their replies, making it a lot easier 

to convince victims of their changed ways. Forum members warned each other of the 

dangers of maintaining contact with former partners. The following transcript shows 

how this forum member is hopeful that the perpetrator has reformed, based on their 

interactions over IM and phone calls.

I’ve been talking with my former partner for the last few days over the phone and 

Facebook Messenger. We had been apart for a year. He is behaving completely 

differently. He seems to have changed. He seems happier, he’s laughing, saying sweet 

things, and not getting angry. Could it be that he has really changed after this amount 

of time? I really hope so because I feel happy and in love again. [CSF]

On the other hand, in situations of shared parental responsibilities, perpetrators do not 

need to create a line of communication but can exploit obligatory childcare-related 

contact to continue the abuse. What is more, in cases where victims may be in a custody 

battle with perpetrators, they report feeling under pressure to reply to perpetrators’ 

abusive communications, out of fear that not replying may be used against them in 

family court. In the transcript below, a victim is discussing how she feared blocking 

the perpetrator because this may be perceived by the courts as interfering with 

communication between the perpetrator and their son. This participant only blocked 

the perpetrator once her son was old enough to communicate directly with his father.

Um, he had, you know, a couple of iPads and, um, you know, so he was, he was pretty 

vigilant with sending a lot of texts to all of us all the time. And I was worried about, 

you know, turning it off because of what that might do in the courts, you know, about 

custody for our youngest son. So, for a long time, I left that on and would read it, but I 

got to the point where I just couldn’t anymore. I blocked him so that he couldn’t contact 

me anymore. [Gianna]

What is more, if access to the survivor is limited, perpetrators often attempt to gather 

information through their children. On the one hand, as parents, perpetrators have 

legitimate reasons to stay connected with their children via digital technologies. However, 

perpetrators also use children and their devices as tools to continue to harass, stalk, 

and abuse victims.

I explained to my daughter that her father and I will only be communicating via email 

from now on. She asked if I had done that today. I said “yes”. Then she said she could’ve 

guessed that because he’s been texting her relentlessly today. [CF]
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Finally, the non-consensual sharing of intimate imagery was also identified within the 

wider umbrella of ongoing threats, harassment, and abuse. Cases of intimate imagery 

being distributed online were fewer than those solely involving the threat of sharing. 

Nonetheless, the threat is enough to control and manipulate victims who fear the 

consequences of having intimate imagery of themselves distributed on the internet.

She asked him if he was going to share their sext pics and he responded with “Bitch what 

did I tell you about asking me stupid questions?” She pushed back in a calm manner 

and he went crazy, verbally and over text until she couldn’t get out of bed for days. [CSF]

In addition to sharing intimate imagery without permission, one forum member describes 

how the perpetrator attempted to extort money from her in exchange for taking the 

images down.

I tried to report the photos my ex used on his BDSM site [removed], without my consent, 

to the police. Unfortunately, they couldn’t help and I felt a bit ridiculous afterward. The 

photos weren’t nude as such so they didn’t think there was much they could do. The 

photos are still online and my ex wants [amount of money removed] to take them 

down so that he can get more pictures taken. [CF]

In some cases, intimate imagery is also shared with victims’ immediate social network, 

as illustrated by the transcript below.

After we broke up, he retaliated by breaking into my Facebook and sending my nudes 

to every guy he thought I had fucked or wanted to fuck. [CSF]

Based on the transcripts, it is unclear whether the imagery was originally captured 

with or without victims’ consent. What is clear is that the threat, or the actual sharing, 

implicated non-consensual behaviour. 

In summary, Theme 1 details the forms of technology-facilitated IPA being discussed 

on the forums and by interviewed survivors. Forms of abuse include overt surveillance, 

covert surveillance, physical restrictions to device access, as well as remotely perpetrated 

threats, harassment, and abuse.

THEME 2: VICTIMS’ USE OF TECHNOLOGY
Theme 2 focusses on how victims are using technology within the context of IPA. It 

includes two subthemes, namely 1) evidence gathering, and 2) victims’ use of social 

media.



65

EVIDENCE GATHERING

Forum members advised each other to record evidence of physical and digital abuse 

for legal purposes, such as child custody cases and protection orders. The discussions 

reveal how victims feel that the responsibility of gathering evidence of the abuse is on 

them, in order to avoid situations in which it is the victim’s version of events versus the 

perpetrator ’s. As exemplified by one forum member’s advice to another,

If you end up in a custody battle with him, it will be your word against his. You will 

need to prove that he is abusive towards your baby and yourself. Use your phone to 

record what he is saying when he is being abusive. Also keep the texts, emails, and 

take pictures of him being abusive. [CF]

Similarly, in the case of obtaining protection orders, gathering evidence of abuse is 

seen as essential for proving the abuse to the police. The nature of IPA means that, 

quite often, the abuse remains hidden until the victim reports it. However, there is a real 

fear that the police will not take action unless there is a sufficient amount of evidence, 

beyond victims’ statements.

If you have evidence of the constant abuse and harassment, the police will issue him 

with a harassment warning. Keep all the texts, calls, letters, and take photographs of 

the balloons [delivered to the victim’s house]. Create a file of evidence to show to the 

police. [NGOF]

In addition to keeping records of digital abuse, victims encouraged one another to 

record audio/video of the perpetrator being abusive, and take photographs of physical 

injuries. In the transcript below, S03 is stating that she would advise another victim to 

record and document all possible evidence of abuse, including seeking healthcare for 

any injuries to ensure there is a documented trail.

Document everything, report everything, go to the doctor’s for everything and get out 

as soon as possible. [Gianna]

Evidence was also gathered as an aid for victims to remind themselves of the abusive 

partner’s behaviour. Victims discussed dissociative behaviours and lapses in memory 

in relation to abusive incidents. Some victims felt it was helpful to keep records of 

the abuse that they could then use to remind themselves of what had happened, as 

exemplified by the transcript below.
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I don’t know how long I stayed after he got physical, for the simple reason that my mind 

started blocking out the physical violence. I was going through my phone recently and 

found evidence of another incident three or four months earlier. The way I recorded it 

makes me think that it wasn’t the first time. [NGOF]

Similarly, recording abuse was also seen as a form of combatting gaslighting. Gaslighting 

is defined as a set of behaviours carried out with the purpose of manipulating another 

into feeling that they cannot trust themselves or their own version of events. With 

recordings, forum members felt they could verify their own version of events against 

the perpetrator ’s version, in an attempt to avoid manipulation.

 I started recording our arguments because he keeps saying I’ve said things that I 

know I didn’t. Or that he didn’t say things I know he did. He has been out of town this 

weekend and it gave me time to listen to the recordings. I can’t believe how stupid 

I’ve been. I am so fed up. [CF]

Irrespective of the reasons for which victims are attempting to gather evidence them-

selves, this places them at further risk of abuse. If caught, recording evidence can 

lead to escalations in abusive behaviours either towards victims or their property, as 

exemplified in the transcript below.

He started threatening me again and I was secretly recording what was happening. 

But he caught me, he took my phone, went outside and smashed it on the floor. [CF]

What is more, victims are placing themselves at risk in order to gather evidence without 

knowing whether the recordings are admissible as evidence. The transcripts below 

show an example of a question being asked about the validity of self-captured evidence, 

as well as a typical uncertain response to this sort of question.

Yesterday he lost it and was verbally abusive. I managed to record the sound on my phone. 

I’m wondering if without his consent it would be inadmissible in court as evidence? [NGOF]

I’m still looking into the legality of recording here. I won’t use the recordings unless I 

know I’m legally able to. In the recording, he says he hopes that I’m recording although 

he didn’t actually know I was. I was holding my phone but I recorded the argument 

on a mini-recorder in my pocket. I don’t know if that amounts to consent or not. But I’ll 

find out before using the recording for anything. [CSF]

Finally, even though victims are placing themselves at risk to gather evidence, they 

describe difficulty in managing and safeguarding the evidence itself. The transcript below 
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illustrates victims’ difficulty in storing digital evidence across time and multiple devices. 

However, many other transcripts discussed issues related to evidence being deleted 

during “good” periods in the abusive relationship and then impossible to recover, or even 

the technical difficulty in gathering adequate screenshots of abusive communications.

I took a lot of pictures of, you know, when he would tear up something in the house, 

you know, and just the destruction that he would do. I took pictures, I haven’t done a 

good job of making sure that those were all saved somewhere, you know, from one 

old phone to the next old phone. I’d take the picture and think, you know, well things 

got better for, you know, even a long time, so I wouldn’t save those but I wish I had. 

I’m not sure how I could retrieve those photos now, or if I’ll need them. But you know, 

a way to do that safely. So, the photographs are very important. [Gianna]

SOCIAL MEDIA

In addition to using digital technologies to gather evidence, victims also used them to 

follow abusive former partners’ lives, namely through social media platforms such as 

Facebook and Instagram. Victims report checking former partners profiles, looking at 

their photos, and seeking information about any new romantic partners. This led to 

a range of often negative reactions and feelings, alongside a sense that checking on 

former partners’ profiles was a compulsion that needed to be managed.

I sometimes look up my ex online (Instagram) and for two years I was secretly hoping 

his new girlfriend would leave him. This week she did. It took time. I also liked the 

comparison to an addiction [referring to a previous post in the thread], because trauma 

really does make us go back for more if we let it. Repetition compulsion. [CSF]

What is more, victims report feelings of re-traumatisation linked to viewing abusive 

former partners’ profiles. As exemplified by the words of a forum member,

I cringe every time I look at my ex’s Facebook page and I get frustrated with myself 

for doing it. I have not seen him in almost three years. I look at his FB page and it feels 

like I just saw him yesterday. It all comes back. [CF]

The transcript below further exemplifies how victims are aware of the negative emo-

tional impact of viewing ex-partners’ social media profiles and mentions no contact as 

necessary to the healing process. No contact refers to absolutely no communication 

with perpetrators, including blocking them on social media, and was widely discussed 

as best practice throughout the forums and by support workers.
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I often wonder what he is doing and which woman has now assumed the main girlfriend 

role or in other words the abused domestic and sex slave. I am still terribly curious 

about who else he was having sex with while he was with me, but only more pain, 

anger, and sadness lies there. Some days are very hard though, I land up looking at his 

social media and regretting it. Each day of no contact is truly another day of healing 

for us survivors. [NGOF]

In some cases, victims felt that a former abusive partner was using social media to 

send them particular secret messages, or that perpetrators’ posts were intended 

specifically for them.

I sometimes watch his videos on YouTube. He posts instructional videos on playing 

the guitar. What I see now though is someone who is very calculated and sends 

“messages” through those videos. He wears a wedding ring now. It sends a message. 

The background in which he is playing sends a message. I know the “message” my ex 

sends when he goes on YouTube but I don’t fall for it. I also know he is not happy. [CF]

Posts containing references to former partners’ new partners were then either 1) inter-

preted as being posted for benefit of the victim, or 2) led victims to question whether 

the abuse had been their own fault. The transcript below illustrates this tension quite 

clearly.

I went on social media and decided to look up my abusive ex-boyfriend. Tonight, I 

found lots of pictures of him, one of him and his wife smiling and looking like a happy 

couple. Maybe some of his posts are for my benefit? I just have this very tiny voice 

inside me that says, “maybe it was me, maybe she makes him happy and it was all my 

fault, all in my head, all my imagination”. [NGOF]

Finally, forum members also used digital technologies to contact perpetrators’ new and 

former partners. This was done in an effort to protect new partners by warning them 

about the perpetrator ’s abusive behaviour. In other cases, contact would be made in 

an effort to understand if the perpetrator had a history of being abusive, with the aim 

of validating their own experience. Contact was usually established over social media 

or email.

I also got in touch with my ex-boyfriend’s wife. He abused her for most of their marriage. 

It was so nice to have someone else validate my story. I also got a hold of his new 

girlfriend’s e-mail address and I warned her. Initially, she saw all of the abuse towards 

me and his wife and she left him. Last weekend she married him. [CSF]
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However, and even though survivors reached out in efforts to protect and warn 

perpetrators’ new partners, this initiative was not always well received nor did it have 

the desired effect.

I had many recordings of when we fought, several police reports, and pictures of bruising 

when he had violently raped me the second time. He has a new partner. They’re acting 

all happy on Facebook: going to church, cooking together, etc. The same things he did 

with me. I warned her and she laughed at me. But I wasn’t going to walk away and 

let him get away with the damage he has done to me and so many other women. [CF]

In summary, Theme 2 illustrates the ways in which victims are using digital technologies 

within the context of IPA. Victims are using technology for 1) gathering evidence of 

abuse and 2) contacting perpetrators’ new or former partners.

THEME 3: PEER-ADVICE AND PROFESSIONAL ADVICE ON DIGITAL 
PRIVACY AND SECURITY
The third theme focusses on the support and information, exchanged between forum 

members or given by support workers, regarding digital privacy and security. It is 

structured according to the three subthemes below, namely 1) covering digital foot-

prints, 2) hacked or hijacked accounts and spyware, and 3) blocking and managing 

communications with perpetrators.

COVERING DIGITAL FOOTPRINTS

As illustrated in the first theme — Forms of technology-facilitated abuse — victims 

often do not have easy access to a device that they are sure is not being monitored. 

Therefore, forum members advised each other to cover their online tracks through 

private browsing, clearing history logs, or avoiding the use of devices that perpetrators 

are aware of altogether. 

I’ve set up an email account that I only log into using private browsing: that way the 

username & password aren’t remembered. I save any notes as draft emails. You could 

also use Evernote [a note taking app] in the same way if you don’t already use it for 

work or for other notes? Just log into Evernote using private browsing, choose a good 

password and maybe use an email he doesn’t know about to sign-up. This will give you 

a pretty good way of organising notes in case you do decide to use them as evidence 

or store advice as well as events. [NGOF]
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On the forums, in situations where victims may be unsure whether a device is being 

monitored, they advised each other to use a computer in a public space, such as a 

library. Completely avoiding one’s own devices was seen as a fail-proof way of ensuring 

the perpetrator cannot monitor their digital activity in any way.

I can’t physically help you but I’m always here online if you need support. Just be 

certain to wipe your internet history and don’t use passwords that he knows or can 

guess. Hopefully, he’s not one of those extremely creepy guys that have spyware on 

your computer. Although just to be safe, I’d use a computer somewhere else. [CSF]

Regarding professional advice, support workers commonly advise victims to limit 

their use of social media and purchase a new phone, in order to remove avenues that 

perpetrators can exploit for abuse.

Um, even if they’ve blocked them, they’ll find new accounts to find them, even if they 

change their name, there are ways of them get[ing], so my advice to clients is always 

remove social media. I know it’s really hard in this day and age, you feel like you’re 

having to give something up. But at least, for the initial sort of few months, I think it’s 

important. [Arya]

However, as highlighted by SW06, victims do not always have the financial means 

necessary to purchase new devices. In such cases, victims have no option but to 

continue using their devices, even though these may have been compromised by 

spyware or because the perpetrator knows their access codes.

I think it [stalking] is definitely easier now, if you just have the password to someone’s 

iCloud than you can just go on and find their phone and who wants to get rid of their 

phone? Like, especially the clients that we support, like, they don’t have enough money 

to even put themselves up in a hotel or whatever, so they’re not ‘gonna get rid of their 

phone, they just don’t have the means and finances to just get a new phone. [Peyton]

HACKED OR HIJACKED ACCOUNTS

In cases where victims suspected that their accounts had been illegitimately accessed 

by the perpetrator, advice included changing existing passwords or creating entirely new 

accounts. Advice on how to detect a compromised account involved general actions such 

as checking whether emails had been opened or moved to the trash folder. The issue with 

this advice is that perpetrators with basic technical knowledge could easily take steps 

to not be discovered, such as permanently deleting emails or marking them as unread.
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If he has hacked in and deleted emails, are they in the “Trash” folder? If it’s Hotmail 

then you can recover recently deleted emails (if he’s deleted them from the inbox and 

trash folders). If you recover emails you’ve never seen then you know someone’s been 

in your account. I’m not sure about other email services. I agree with the others that a 

new email might be best. [NGOF]

In other cases, victims were aware that their accounts had been hijacked but could 

not take any action to prevent it out of risk of further abuse. The transcript below 

depicts how the perpetrator has found a workaround that allowed him to use 2-factor 

authentication — a security measure intended to provide added protection — against the 

victim. In this scenario, the victim cannot change her own passwords without alerting 

the perpetrator and has been advised to create entirely new accounts.

She cannot change her passwords because the perpetrator has set up her accounts 

to use his phone for 2-factor authentication. What she needs is a new email and a new 

bank account that he does not know about. [CSF]

In order to arrange support with victims, support workers will attempt to assess whether 

a particular form of communication is secure or not. SW01 states that she often advises 

victims to change email addresses as a form of avoiding surveillance.

So, going back to when it was in a refuge, that same thing is, that I would say to women 

here [...] Ahh, change email addresses, don’t use Facebook, um. [Quinn]

However, as discussed by SW06, her clients change email addresses quite frequently 

because they believe that their accounts are being monitored by the perpetrator. This 

effectively renders it difficult for the support worker to check-in on victims’ safety and 

schedule support.

Sometimes it’s very very specific which is really difficult because it obviously limits the 

amount of support you can give that person, um, especially if they can only be contacted 

by email, um, I tend not to leave voicemail messages unless they’ve specifically said 

that it’s safe, and email addresses, I find that with a lot of my clients, that they change 

them all the time ‘cause they’re just worried about them being hacked. [Peyton]

In this context, it is clear that support services require an improved process for 

identifying compromised email accounts and supporting victims in re-securing them 

or arranging for alternative forms of contact. However, an alternative form of contact 

may not be possible if support organisations are not equipped with knowledge and 
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resources necessary to re-secure compromised devices, or inform victims how to use 

their existing devices more safely (e.g., private browsing).

SPYWARE AND LOCATION TRACKING APPS

Regarding spyware, advice on how to remove it generally revolved around formatting a 

device or performing a factory reset. However, and contrary to the transcript below, most 

posts sharing advice on spyware did not mention that this type of malicious software 

can also be transferred from one device to another through restoring old backups. The 

following transcription was the only transcript, in our dataset, that cautioned against 

transferring content from a compromised device to a new device.

Take your child’s birth certificate, medical records, and your banking information. Wipe 

all the computers in the house, set them back to factory, and reformat the hard drives. 

You must also get a new mobile phone and do not transfer any apps from your old 

phone onto the new one, just in case he has spyware on there. [CSF]

Furthermore, advice was not always accurate regarding how spyware can be installed 

on devices and not all interviewed professionals were aware of spyware. Even those 

who were aware of spyware expressed the sentiment that they did not possess the 

training and knowledge necessary to identify whether a victim’s device may be com-

promised. On the forums, and as illustrated in the transcript below, several inaccurate 

assumptions were made regarding spyware, namely 1) that installing spyware on a 

device requires high levels of technical expertise, and 2) that spyware/malware cannot 

be installed remotely.

I don’t think that is possible: remote tracking is unlikely unless he is a technology 

genius. Tracking cookies are set up by sites, not by individuals. I would clear your 

cache if I were you and run Superantispyware [anti-spyware software]. Then I would 

run Malwarebytes [anti-malware software]. When you have finished, uninstall these 

because they take up a lot of space. Very often this will alleviate a slow pc. If you do 

not live with this man, it is very unlikely he can track you except on social media (like 

Facebook). In which case delete your account there. [NGOF]

What is more, in cases where spyware is identified, removing it may not always be 

the best course of action. Removing spyware effectively alerts perpetrators to victims’ 

knowledge of the surveillance and removes an avenue through which abuse can be 

carried out, which can lead to increased risk for the victim. Similarly, the transcript 

below also demonstrates how searching online for information about spyware may, in 
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itself, be risky for victims.

I’m not sure, maybe you can find tracking software in the programs/apps part of your 

control panel? Or can you check your firewall and see if there’s anything that you 

don’t recognise being allowed through? If there is tracking software then uninstalling 

it could make him suspicious, so be careful. Also, I don’t think Googling information 

about tracking software is a good idea if you think he’s tracking you. [NGOF]

In addition to spyware, there are many legitimate apps that can be misused by IPA 

perpetrators to monitor victims. Examples of such apps are those used to track children, 

pets, or lost devices. What was found in the data is that victims are generally unclear 

on the difference between legitimate apps that share users’ location data and spyware. 

This is demonstrated in the transcript below, where the victim describes an app that 

her daughter and the daughter’s boyfriend have for consensually sharing each other’s 

location, as a response to a question about spyware. The transcript goes on to suggest 

a factory reset of the victim’s device, which would not necessarily remove a legitimate 

app such as Find my Friends. The advice exchanged on the forums, regarding these 

apps, does not necessarily lead to increased security for victims. In fact, the advice 

could put victims at more risk due to a false sense of security.

There are apps that people can download on their phones to know where you are. 

It isn’t difficult to do. My daughter has an app where she and her boyfriend can see 

each other’s location. It is very easy. You should factory reset your phone and change 

all your passwords. Your phone is probably very compromised at this point. [CF]

Although some support workers were aware of the capabilities of location tracking on 

smartphones, none of the interviewed professionals stated that they would know how 

to advise a victim who is being tracked. In such cases, professionals advise victims to 

purchase a new device, which may not be financially viable for all victims. Furthermore, 

as demonstrated in the quote below, technology was perceived to evolve at such a 

rapid pace that support workers are unable to keep up.

It’s about, I think it’s managing it and not being aware of exactly how much people can 

track you and can, um, abuse you through the means of technology. Um, for example, 

I know on certain phones there’s a location’s history recorder and that’s very discrete, 

people don’t necessarily know that it’s recording your locations. So, if a perpetrator was 

to know that, and to be one step ahead, which often people are because technology is 

always changing, evolving, we can’t keep up all the time. They [perpetrators] can then 

check that location’s history which could put someone at greater risk. [Rylee]
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BLOCKING AND MANAGING COMMUNICATION

In cases where victims are required to maintain contact with perpetrators (e.g., shared 

custody arrangements), forum members advised managing contact through email or 

another asynchronous mode of communication, as opposed to face-to-face interactions 

or phone calls. Asynchronous communication was seen as a way of allowing victims 

to read communications and reply when they felt able to do so, rather than having to 

respond to the perpetrator in real-time.

If you have children together, create an email account for parenting only and delete 

any emails that don’t relate to the children immediately. That way you can look at the 

emails when you’re feeling strong or when somebody is there to help you. [CF]

Furthermore, managing communications through IM or email also allows victims to 

keep records of abusive content. As one forum member advises in response to another’s 

distress regarding court-mandated contact with an abusive ex-partner,

A few things that may help to give you back some control: start keeping every text, 

every e-mail, and record his conversations with you. Start gathering evidence or proof 

of his abuse. Your ex will do anything to hurt you. Try to be brave and keep a record 

of what he does. [CF]

Similarly, support workers advise victims to communicate with authorities (e.g., CAFCASS) 

through email so that there is a record of the communications. In the transcript below, 

a support worker describes advising victims to email CAFCASS officers so that there 

is a record of their conversations, should it be needed in family court.

Ahhh, I always encourage women, if they’re going to be in contact with, like if they’re a 

CAFCASS client for example, I encourage emailing rather than telephone calls, because 

then she’s got a paper trail of evidence, should she need it. [Sadie]

Finally, when communication with perpetrators is not necessary, victims advised each 

other to block perpetrators on social media, block all their shared contacts, and be 

cautious about who may be able to view their posts. Victims were also advised to change 

their phone number and screen any calls from numbers that they did not recognise.

I would advise them, if they, first of all, their mobile phone, I would advise them to 

change their mobile phone number, which is very difficult for women because they’ve 

got lists of people [contacts] on their mobile phone but that’s what I would advise. I’d 
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advise them to block them from any email, and their Facebook, and anything that’s 

online to block that person if they could. [Sadie]

Overall, support workers expressed the opinion that more training on technology-facili-

tated abuse is necessary. Support workers felt that they did not have the digital privacy 

and security knowledge that is necessary to advise victims, nor had they received any 

relevant training. 

I think there, yeah, there’s always plans for that and I think regular training, so keeping 

us updated on how technology and the cyber-world has evolved is just about time, 

having enough time to put those things in place. [Rylee]

All the strategies outlined in this theme effectively place the burden on victims to 

protect themselves from perpetrators’ digital abuse and harassment. What is more, 

they require continuous labour in blocking new accounts and phone numbers that 

perpetrators create to continue abusing victims.

In summary, Theme 3 highlights issues with the digital privacy and security information 

being shared on forums and the gaps in support workers’ knowledge on the subject. 

The next section presents a discussion of our three main findings in relation to the 

aims of the insight gathering phase of this work.

3.7 DISCUSSION
The purpose of conducting the interviews and analysis of forum data, reported on in 

this chapter, was to:

1  understand whether the experiences of technology-facilitated IPA being reported 

by victims engaging in online peer-to-peer support are the same as those 

reported by existing research with victims engaged with formal support services;

2  understand if the challenges being faced by support workers in the UK are the 

same as those reported in existing research conducted in the US and Australia;

3  identify the main technology-facilitated IPA issues being discussed by victims 

and support workers in order to inform the design challenges for the codesign 

workshops (reported on in Chapter 4).

The findings detailed in Theme 1, revealed that many of the challenges being faced by 

victims and support workers are similar to those reported on by research with victims 



76

engaged with formal support services, in the US (Dimond, Fiesler and Bruckman, 

2011; Freed et al., 2017, 2018; Matthews et al., 2017) and Australia (Woodlock, 2016; 

Harris and Woodlock, 2018). These issues include harassment and abuse via digital 

communications, location tracking via legitimate apps such as Find my Friends, and 

spyware (Southworth et al., 2007; Crisafi et al., 2016; Freed et al., 2017, 2018; Matthews 

et al., 2017; Chatterjee et al., 2018; Harris and Woodlock, 2018). What this study also 

shows is that the devices used by perpetrators for abuse are the same as those that 

victims rely on to seek outside support and navigate their daily lives. For example, on 

the one hand, perpetrators are using social media, IM read receipts, legitimate apps 

such as Find my Friends or Find my Phone, to monitor and track victims. On the other 

hand, as seen in Theme 2, victims use these same technologies to gather evidence of 

abuse, to access support, to warn former abusive partners’ new romantic partners, or to 

contact perpetrators’ former partners with the aim of validating their own experiences. 

Previous research had not highlighted the importance of social media for victims 

seeking to warn other potential victims or validate their own experiences. This could 

be the case because this sort of discussion may be more common between peers on 

forums but not in face-to-face support with professionals. Nonetheless, the forum data 

shows that for some victims, being able to reach out on social media to perpetrators’ 

new or former partners is an important component of their own recovery. Either 

through a sense of needing to caution other potential victims or by validating their 

own experience of abuse through exchanging experiences with perpetrators’ former 

partners. However, as described in Theme 3, professionals often advise victims to cease 

or avoid their use of social media. Avoiding social media has the aim of removing an 

avenue for abuse that perpetrators can exploit. This reveals a tension between support 

workers’ need to safeguard victims and the potential consequences of isolating them 

further by limiting their engagement with the digital sphere. Theme 3 also highlighted 

that the advice support workers give regarding digital privacy and security, which is 

to avoid all non-essential uses of technology, is largely based on a lack of knowledge 

and training in this area. Interviewed professionals did not feel they had the training 

that is necessary to support victims experiencing technology-facilitated surveillance. 

With technology-facilitated harassment, via texts or email, support workers advise 

victims to change phone numbers, email addresses, or block perpetrators, and close 

their social media accounts. However, regarding forms of overt or covert surveillance, 

such as spyware or location tracking via legitimate apps, support workers are less 

able to provide support as they highlight their own lack of knowledge regarding digital 
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privacy and security. In fact, one support worker mentions that she expects to learn a 

lot, in this regard, from the young adult victims she is due to begin supporting in the 

near future. This may, in itself, showcase a generational gap in tech-related knowhow 

that is not unexpected and is consistent with existing literature (Kesharwani, 2020).

Similarly, this study found that the information exchanged on the forums regarding 

digital privacy and security is not always correct, which could, in fact, place victims at 

further risk. An example of this was the advice exchanged between forum members 

regarding spyware, which generally failed to highlight that restoring a device from a 

backup, after formatting it, would most likely reinstall the spyware. This can result in 

a false sense of security where victims think they are no longer being tracked, when, 

in fact, the perpetrator still has access to the same level of surveillance as before. In 

such cases, the victim might attempt to return to a sense of normality by, for example, 

disclosing the abuse to a friend or meeting a new romantic partner, which could 

potentially trigger an escalation in abuse. 

In this context, it becomes apparent that managing digital security is a complex task 

for which more effective victim-facing guidance is required. What is more, support 

workers require the training necessary to identify signs of possible covert surveillance, 

alongside more general digital privacy and security management knowledge (e.g., 

privacy settings on smartphones and social media). Currently, and as mentioned in the 

interviews, third-sector support organisations are undertaking efforts to upskill their 

workers for digital privacy and security regarding social media and location services. 

Similarly, a growing amount of research has investigated the use of smartphones and 

social media within abusive relationships (Southworth et al., 2007; Freed et al., 2017, 

2018; Matthews et al., 2017; Harris and Woodlock, 2018). 

However, in order to avoid a reactive approach to the Internet-of-Things and smart home 

devices, this research proposes working alongside support workers and survivors in 

anticipating these near-future threats before they reach ubiquity. Based on the findings 

from the interviews and forum data, a set of issues or challenges were created for the 

codesign workshops. The codesign workshops aim to bring survivors and support 

workers together in leveraging their life-experiences to anticipate the threats posed by 

smart home devices, within the context of IPA. Anticipating these threats would allow 

support services to prepare, in advance, the resources necessary to support victims 

in a proactive manner, rather than the reactive way in which smartphones and social 

media issues have begun to be tackled.
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To that end, a series of issues, or design challenges, were created to guide the codesign 

workshops. The challenges were selected if 1) they seemed likely to be exacerbated by 

the shared nature of smart home devices, and 2) were issues that victims and support 

workers were struggling to deal with at the moment. The challenges are the following:

 ċ Overt Monitoring refers to surveillance carried-out, by perpetrators, that victims 

are aware of. Overt monitoring seems likely to be facilitated by technologies 

such as smart indoor security cameras.

 ċ Covert Monitoring refers to surveillance carried-out, by perpetrators, without 

victims’ knowledge, which could be exacerbated by shared smart home device 

logs and remote access to video and audio feeds.

 ċ Remote  Threats,   Abuse,   and  Harassment refer to ongoing abusive 

communications during the relationship and/or once the victim has left. It was 

hypothesised, in this work, that technologies such as smart home hubs could 

enable further perpetration of remote threats and harassment.

 ċ Revenge Porn & Outing refers to the act of using intimate imagery, which 

may or not have been captured consensually, for the non-consensual purpose 

of sharing those images with people outside of the relationship. In the case 

of same-sex relationships, intimate imagery can also be used for the purpose 

of “outing” someone who has not disclosed their sexuality publicly. Again, 

technologies such as smart indoor security cameras may increase the risks of 

revenge porn and outing for victims.

 ċ Capturing and Managing Digital Evidence refers to the capture and storage 

of digital evidence of the abuse both during and after an abusive relationship. 

In the case of evidence of abuse, it was hypothesised that smart home devices 

could be leveraged to record evidence, or, on the other hand, that abuse through 

such devices may be even more difficult to prove.

 ċ Managing Digital Privacy & Security refers to the processes of managing 

privacy and security settings across different devices, accounts, and platforms. 

The complexity of managing privacy and security may be significantly exacerbated 

by smart home devices, not only due to a larger number of devices to manage 

but also due to a wider range of proprietary platforms.
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3.7.1 LIMITATIONS
The sample size for interviews with support workers was limited to a small number. 

Nonetheless, nine support workers were interviewed from a range of third-sector 

support organisations, including those supporting female victims, LGBTQ+ victims, as 

well as those supporting victims and working with perpetrators on violence prevention 

programs. In this sense, interviewed professionals offered a wide-range of perspectives 

on the issue of technology-facilitated abuse. Furthermore, due to the fact that only two 

of the four survivors were based in the UK, this data was analysed in conjunction with 

the forum data rather than as a dataset of its own. In this context, the interviews with 

support workers provide insight into the current support landscape in the UK, while 

interviews with survivors and forum data provide insight into a much wider range of 

first-hand experiences of technology-facilitated IPA.

3.8 CONCLUSION & NEXT STEPS
The insight gathering study expanded upon existing research conducted in the US 

and Australia with 1) UK support workers’ perspectives and 2) experiences of victims 

engaged in online peer-to-peer support rather than formal support services.

Overall, the study found that the forms of abuse being discussed on the forums are 

largely similar to those reported in recent research (Southworth et al., 2007; Freed et 

al., 2017, 2018; Matthews et al., 2017; Chatterjee et al., 2018; Harris and Woodlock, 2018). 

However, an analysis of the forum data also revealed that advice regarding digital 

privacy and security, exchanged on forums, tends to not be accurate or complete, 

which may place victims at further risk. It also found that UK-based support workers 

do not feel equipped to deal with the challenges posed by technology-facilitated IPA. 

In fact, all interviewed professionals agreed that training in this field is required, as 

none of them had, to date, received any training on technology-facilitated IPA. In both 

cases, it seems that victims who are engaging in peer-support and those involved with 

professional support are not currently accessing adequate information and advice 

regarding technology-facilitated abuse.

In the context of this work, it was hypothesised that the nature of smart home devices 

may exacerbate technology-facilitated IPA. The shared nature of smart home devices 

affords less interpersonal privacy between household members than personal devic-

es, such as tablets and smartphones, or analogue devices, such as door locks and 
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thermostats. Access to remote video feeds of the house through smart indoor security 

cameras, access to smart door lock and thermostat device logs, and remote control of 

devices such as smart home hubs are, for example, a few features that reduce users’ 

interpersonal privacy within the same household. They reduce interpersonal privacy 

because they provide information such as when a user entered or left the house or 

what activities the user is currently engaged in. With the aim of adopting a proactive 

approach to support provision, this work aims to engage support workers and survivors 

in envisioning the threats posed by the near-future ubiquity of smart home devices. 

The next chapter describes a series of codesign workshops that involved survivors and 

support workers in using creative methods to predict the near-future consequences 

of smart homes on IPA. 

The interviews and forum data allowed for the identification of six issues that were used 

to inform the codesign workshops described in the next chapter. Each of these issues 

was selected, based on an analysis of the data and on the finding that 1) current advice 

on how to tackle them is not readily available, and 2) they are susceptible to being 

exacerbated by the domestic and shared nature of smart home devices. Accordingly, 

the next chapter expands upon the codesign workshops’ procedure, participants, 

methods of analysis, and main findings.
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Findings from the interviews and forum data (see Chapter 3), as well as existing research 

(Southworth et al., 2007; Freed et al., 2017, 2018; Matthews et al., 2017; Chatterjee et al., 

2018; Harris and Woodlock, 2018), show that digital technologies are being leveraged 

by perpetrators to intimidate, threaten, monitor, harass, or otherwise abuse victims of 

intimate partner abuse (IPA). The main technologies that victims report being misused 

are social media, online accounts (e.g., email), and location services on, for example, 

smartphones and fitness trackers. Findings also show that survivors and professionals 

do not, currently, have the knowledge necessary to effectively manage their digital 

privacy and safeguard themselves from perpetrators (Southworth et al., 2007; Freed 

et al., 2017, 2018; Matthews et al., 2017; Snook, Chayn and SafeLives, 2017; Harris and 

Woodlock, 2018). 

Furthermore, recent reports have found that smart home devices are increasingly 

being used as tools for IPA. Although statistics are not yet available for these emerging 

threats, in 2019 alone, Refuge reported almost 1,000 cases of IPA involving devices 

such as smart home hubs and smart TVs (Elks, 2018). The rapid pace of technological 

development has meant that cases of IPA involving smart home devices have begun 

to emerge, whilst victims and support services lack the understanding and resources 

necessary to cope with these novel challenges. The codesign approach adopted in 

this work brings survivors and support workers’ experiences of technology-enabled 

IPA into better understanding the challenges that near-future smart home devices 

pose to victims. The hypothesis, on which this work is based, is that issues will be 

mainly related to the shared nature of smart home devices, along with shared access 

to remote feeds and usage logs, as well as differing levels of permissions for users in 

the same household.

Accordingly, the aims of the codesign workshops with survivors and support workers 

are to:

 ċ understand participants’ main concerns regarding surveillance and abuse in 

the context of near-future smart homes;

 ċ engage participants in co-creating solutions to support victims of surveillance 

and abuse enabled by smart homes.
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4.8.1 CHAPTER STRUCTURE
This chapter details the codesign workshops with survivors and support workers. It 

includes a description of the workshop procedure, along with participant characteristics, 

the ethical considerations that informed the workshop design, and the qualitative data 

analysis methods that were used.

After the workshop methods and procedure have been introduced, the main findings 

are presented. Findings are structured according to five themes:

 ċ Theme 1: How intimate surveillance and abuse enabled by smart home devices 

starts

 ċ Theme 2: How intimate surveillance and abuse is perpetrated on a daily basis

 ċ Theme 3: The current response to intimate surveillance and abuse

 ċ Theme 4: Underlying issues

 ċ Theme 5: Participants’ ideas for addressing surveillance and abuse enabled 

by smart home devices

A brief discussion of the findings is then presented and followed by a conclusion and 

the next steps that lead in Chapter 5.

4.1 WORKSHOP PROCEDURE
Each codesign workshop lasted 2-2.5 hours and was structured as follows:

 ċ Presentation of research findings to date 

 ċ Video: Smart Homes

 ċ Collaborative activity: Narrative creation

 ċ Video: Speculative Product Demo

 ċ Collaborative activity: Mapping data misuse

 ċ Break

 ċ Collaborative activity: Ideation
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The interview and forum data analysis findings, discussed in Chapter 3, were presented 

at the beginning of the workshop. This was done with the aim of contextualising the 

research and framing the issues that would be addressed in the collaborative activities.

The first video illustrated what a smart home is while contextualising technologies such 

as indoor cameras and remotely controlled door locks. The video began by framing 

a utopian vision of the convenience and comfort afforded by smart homes. It then 

progressively and subtly illustrated scenarios around remote control of household 

appliances and remote feeds of indoor video footage. This was achieved through an 

aesthetic common to technology promo videos (Fig. 8), by using clips from existing 

product advertisements, in an effort to highlight technological capabilities in a visual 

language that is characteristic of new tech products. The video was intended to provoke 

thinking rather than imposing any particular view on participants.

Following the first video, participants were asked to create a narrative of how stalking 

might be perpetrated within the near-future context of a smart home. Each group was 

supplied with an A3 sheet that included a persona, prompt questions, and a layout for 

creating scenarios. These scenarios were intended to be speculative and set the scene 

for the ideation activity. Most participants were not familiar with smart devices nor the 

Internet-of-Things (IoT). In fact, some participants did not know whether their phones 

were smartphones or not. Therefore, the video, through which an understanding of 

smart devices and data was built up, was fundamental to the success of the workshops. 

  

  

Fig. 8. Screenshots of smart homes video

A second video was then used to set the scene for the data mapping activity. In the 

data mapping activity, participants were prompted to consider a range of devices and 

the types of data they collect, how that data could be misused by perpetrators, and 

what support victims would need. The video took the form of a short product demo, 
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again following an aesthetic aligned with common technology promos (Fig. 9). The 

product being presented was framed as a tool that allows users to keep close to their 

romantic partners, even when both lead busy urban lives. The product claimed to sync 

both parties’ phones, allowing users to view each other’s location, share their sched-

ules, share health and fitness data, as well as follow one another’s social interactions. 

Although dystopian in nature, the video employed a techno-optimistic and uplifting 

visual language, with the aim of presenting itself as a marketable product, rather an 

explicit critique. The data mapping activity sought to encourage participants to consider 

how devices and data can be exploited by an abusive partner. 

For the final ideation activity, a series of prompts, in the form of A5 cards (Fig. 10), were 

created to scaffold idea generation. Firstly, participants chose an overarching goal to 

steer their ideation process. Three goals could be chosen from: 1) “to create opportunities 

for respite”, 2) “to protect victims”, and 3) “to empower victims”. Secondly, participants 

selected an issue card. The issues on the cards are based on the findings from Chapter 

3. Once a goal and an issue had been selected, participants could combine “smart 

devices” and “interaction/behaviour” cards to support idea generation.

    

    

Fig. 9. Screenshots of speculative product video

Speculative materials such as videos have been widely used within design research to 

support scenario building and ideation alongside workshop participants (Vines et al., 

2012; Blythe et al., 2016; Elsden et al., 2017). The videos used in this PhD’s workshops 

served two main functions: 1) equipping participants with the background knowledge on 

abstract concepts such as smart homes and surveillance, as well as 2) scenario-building 

and setting the scene within a near-future context of pervasive intrapersonal surveillance. 

Speculative practices within design have also been explored, in a similar way to this 

PhD work, as a tool for anticipating cyber-security threats (Faily, Parkin and Lyle, 2012; 
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Merrill, 2020) and collaboratively designing out opportunities for crime and its impact 

(Gamman and Thorpe, 2011). As stated by Dunne and Raby in their book Speculative 

Everything: Design, Fiction, and Social Dreaming, “[by speculating more] we can help 

set in place today factors that will increase the probability of more desirable futures 

happening. And equally, factors that may lead to undesirable futures can be spotted 

early on and addressed or at least limited” (2013, p. 6).

Fig. 10. Examples of the cards used in the ideation activity

The workshops were wrapped up with time for discussion and feedback, giving 

participants the opportunity to express their thoughts and expectations, as well as 

provide feedback. 

4.1.1 WORKSHOP PARTICIPANTS
The first workshop [W1] took place in July 2018 in the East of Greater London, with 7 

survivors [S] and 2 support workers [SW]. All participant names have been replaced 

with pseudonyms. Participants divided themselves into two smaller groups [G] in order 

to collaborate during the workshop activities. Participants were regular attendees at 

a local support group and allowed me, as a researcher, to intervene in one of their 

meetings by conducting a 2.5-hour speculative workshop with them.

Nine support workers, from two charities, participated in the second [W2] and third 

workshops [W3], both held in London. One in July and another in September 2018. 
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Participants in the second workshop worked exclusively with victims, while those in 

the third workshop had experience of working with both victims and perpetrators.

The fourth workshop [W4] was run with 28 support workers in Yorkshire, England, in 

October 2018. Professionals were divided into 5 smaller groups for the collaborative 

activities. Some of the participants worked with victims and perpetrators.

A further two workshops took place in collaboration with a charity based in the Southeast 

of England in March 2019, one with survivors [W5] and another with professionals [W6]. 

Six survivors and two support workers took place in the morning workshop, while 12 

professionals participated in the afternoon workshop. Two groups were formed in the 

morning workshop and four groups in the afternoon one.

4.1.2 ETHICS
All participants were sent a copy of the Participant Information Sheet (Appendix 

C) and Consent Form (Appendix D) at least one week in advance of the workshop. 

Participants received these materials from the lead contact at each of the charities, 

rather than from me, in order to avoid compromising potential participants’ anonymity, 

whilst allowing them to express any concerns and/or ask questions about the study 

with someone not directly involved in it. I did not have any contact with participants 

who are survivors prior to the workshops.

Participant Information Sheets informed participants that the intention was to video 

record during the workshops, solely for the purposes of data analysis. However, at 

the beginning of the first workshop, a survivor became distressed by the camera and 

asked that the session not be recorded. The decision was then made to not record 

video in any of the workshops, using instead audio recordings, in order to avoid causing 

discomfort to any further participants.

In each of the survivor workshops, at least one support worker was present. Support 

workers were asked to attend the survivor workshops in case anyone required 

additional support as a result of participation. Workshop activities were structured 

around personas who are survivors of IPA, with the intention of focussing participants’ 

attention on the persona, rather than asking them to recall specific accounts of their 

own experiences of abuse. Furthermore, the near-future focus of the workshops 

allowed participants to create scenarios that were based on their lived experience of 

IPA but did not require the direct re-telling of their experience. The workshops placed 
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participants in a space of creativity and storytelling, rather than in the narrations of 

their own traumatic experiences.

4.1.3 WORKSHOP ANALYSIS
Workshops were transcribed for analysis, alongside the written materials completed by 

participants (Fig. 11) during the collaborative activities. A thematic analysis (Saldana, 2015) 

was conducted on the workshop transcripts and written materials related to accounts 

of 1) the ways in which perpetrators misuse smart home technologies for IPA, 2) victims 

and support workers’ strategies for tackling IPA enabled by smart home devices, as 

well as 3) participants’ ideas for addressing IPA enabled by smart home devices. In 

addition to the thematic analysis, a process of sketching and visualising the ideas that 

participants generated was also employed as a method for analysing content related 

to design ideation (Fig. 13).

An initial phase of descriptive, process, and in vivo coding was carried-out based on a 

first reading of the transcripts. A codebook was developed, including the name of the 

code, a description, example transcripts, and connections to other codes. Codes were 

then iteratively defined and described through a second close reading. A third and 

final round of axial coding was then performed and followed by a thematic grouping 

of the codes, which led to the themes detailed in the next section.

Fig. 11. Workshop materials
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4.2 WORKSHOP FINDINGS
Workshop findings are reported on in this section according to five themes. The first 

three themes, respectively, describe how 1) intimate surveillance and abuse, through 

smart home devices, begins and 2) how it is perpetrated on a daily basis, as well as 3) 

participants’ strategies to cope with it.

 

 

Fig. 12. Images from codesign workshops (taken with participants’ consent)

The fourth theme discusses two broader issues underlying technology-enabled IPA. 

Namely, participants’ confidence in their own digital privacy knowledge, as well as the 

preparedness of support services and authorities to deal with these novel challenges.

Finally, the fifth theme details participants’ ideas for addressing IPA enabled by smart 

home devices. Ideas fell into two broad categories 1) digital privacy training and edu-

cation resources, and 2) smart device affordances and features.
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Each of these five themes is expanded on in the next sections, alongside illustrative 

transcripts from the workshops.

Fig. 13. Sketches of participant idea generation

THEME 1: HOW INTIMATE SURVEILLANCE AND ABUSE ENABLED BY 
SMART HOME DEVICES STARTS
During the scenario creation exercise (see Section 4.2), participants were prompted 

to think about how a perpetrator may gain access to, or put in place, the devices 

necessary to carry-out intimate surveillance. Accordingly, this first theme explores 

scenarios created by participants that describe how intimate surveillance can be initially 

established within an intimate relationship. 

Firstly, participants described several scenarios in which perpetrators coerce victims 

into allowing themselves to be monitored. Quite often this was depicted as happening 

subtly, at the beginning of the relationship, under the guises of 1) perpetrators’ concern 

for victims’ safety and 2) leveraging expectations of mutual trust within an intimate 

relationship. For example, perpetrators will express concern over a victim’s safety to 

justify installing indoor security cameras or a smart doorbell on the victim’s property. 

As discussed by participants, this serves the dual purpose of creating the illusion that 

the perpetrator is preoccupied with the victim’s wellbeing, while (temporarily) masking 

the underlying motivation of enabling surveillance.
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[Sofia-W5-G2-S3] It might be that he was saying that he just wanted her to be safe, that’s 

quite frequent, isn’t it?

[Zahra-W5-G2-S1] Yeah, pretending that he cares and that he’s just trying to protect her 

[in order to install cameras].

In many of these scenarios, perpetrators set up the newly bought devices and ensure 

that victims either do not have their own account or have an account with fewer per-

missions than that of the perpetrator. The transcript illustrates this scenario unfolding 

with smart indoor security cameras.

[Brett-W2-SW] And all the home security device was installed to his phone and not onto 

her phone so he can see it in every second what she is doing while she has no idea 

about it. Are they living together?

[Erin-W2-SW;Adrian-W2-SW] Yeah.

[Adrian-W2-SW] So everything was probably set up on his email, his phone number.

[Brett-W2-SW] And on, just the application is downloaded to his phone only.

[Adrian-W2-SW] Possibly. No, you know how they have like a main service or a main 

account and then they have like a secondary account? He could possibly be the 

administrator account.

Limiting victims’ permissions and access has present consequences by limiting freedom 

through ongoing surveillance, but also future consequences. In the latter case, if victims 

manage to successfully end the abusive relationship, they may still be left with devices 

that they do not have the necessary permission to effectively use or re-secure. What 

is more, victims may unwittingly be using devices that the perpetrator still has access 

to. The consequences are that victims may experience a false sense of security where 

they may feel safer because the perpetrator is no longer physically present, but do not 

realise they may still be under remote surveillance.

Regarding participants’ second point — leveraging trust in intimate relationships to 

instil surveillance and abuse — victims may willingly share login credentials because 

they believe they are in a mutually trusting relationship. Existing research with victims 

of IPA shows that this is often the case (Southworth et al., 2007; Matthews et al., 2017; 

Freed et al., 2018). Unsurprisingly then, participants expressed the opinion that sharing 

passwords is common in the early stages of abusive relationships.
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[Daisy-W1-G2-S] Of course he will. And who’s to say she hadn’t given him a password, 

in the beginning, because she was, she trusted him. Because he used to stay there, 

personally you wouldn’t let anyone in your house if you didn’t trust them. And he was 

staying there quite frequently.

Furthermore, if victims are not forthcoming with login details out of their own accord, 

perpetrators may coerce victims into sharing their credentials by leveraging social 

norms and expectations of mutual trust within intimate relationships. The quote below 

describes how a perpetrator coerces a victim into sharing passwords by associating 

unwillingness to share with having something to hide. 

[Taylor-W4-G4-SW] You know as well, “if you don’t give me your password, you must be 

having an affair”.

[Emily-W4-G4-SW] Absolutely, yeah.

[Taylor-W4-G4-SW] Yeah, all that crap.

Another transcript illustrates how the same goal can equally be achieved in a less 

confrontational manner. The same transcript also shows how this sort of coercion can 

make it harder for the victim to immediately realise that what is happening is part of a 

larger abusive pattern, whilst also removing opportunities for declining the perpetrator’s 

request without causing conflict.

[Masha-W4-G4-SW] But you can do it really romantically, can’t you? You know, “the password 

is you and me babe” ‘cause you’re not going to want to change that, are you?

[Emily-W4-G4-SW] You [the perpetrator] can do that “we’ve got nothing to hide from each 

other”. 

Participants discussed the fact that further along in a relationship, or once it is over, 

perpetrators would have a lot of information about the victim. This knowledge could 

enable them to guess passwords and/or answers to security questions. In the transcript 

below, participants are discussing re-securing smart door locks once a relationship is 

over. Participants are concerned that the perpetrator may gain access to the system 

password by guessing the victim’s answers to common security questions such as 

“what is your mother’s maiden name?”

[Andy-W4-G1-SW] But then depending if that’s an online system, could he then hack into 

it? ‘Cause it depends if the device has changed, or, I don’t know how they [smart door 

locks] work ...
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[Matilda-W4-G1-SW] Normally they have like a control centre type thing ...

[Andy-W4-G1-SW] That’s what I thought, you know, like your WiFi. You change your WiFi 

password but if he’s aware of her secret questions, could he then hack that further? 

And is it a case of having a manual lock put back on?

Participants also disclosed many insecure password practices during the workshops. 

Participants discussed using easily guessable combinations, such as birthdates, or 

even writing passwords down in notebooks. In cases where perpetrators are familiar 

with victims’ habits and routines, guessing such passwords or finding notebooks, may 

not be a challenge.

[Sara-W4-G3-SW] And people often use the same password for the same thing as well, so ...

[Ayana-W4-G3-SW] ...yeah, I do ...

[Sara-W4-G3-SW] ... I do too. 

[Darcey-W4-G3-SW] It could be a case of snooping through handbags and purses for 

passwords ...

[Nantia-W4-G3-SW; Sara-W4-G3-SW] Yeah.

[Sara-W4-G3-SW] People write their passwords down, don’t they?

[Group] Yeah, yeah.

Even for systems involving the security of one’s home, such as smart door locks, 

participants described having passwords based on birthdates or other memorable 

personal information.

[Fatima-W5-G1-S2] Yeah, but you could do that with a CCTV and you could do that on 

your phone and you wouldn’t have to have a door lock. If you use, most people if they 

have a door lock they’re gonna use a birthdate or something he would already know 

[as a password].

In summary, this first themes exposes three main avenues that perpetrators can exploit 

to gain access to, or install, the devices necessary to carry out surveillance and abuse:

1  coercing victims into allowing devices that enable surveillance to be installed 

in their homes;

2  coercing victims into sharing login credentials;
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3  gaining information about victims that facilitates the hijacking of their devices 

and accounts.

The next theme characterises participants’ views on how smart home devices can be 

used to perpetrate intimate surveillance and abuse on a day-to-day basis, once the 

perpetrator has access to, or has installed, the necessary devices.

THEME 2: HOW INTIMATE SURVEILLANCE AND ABUSE IS 
PERPETRATED ON A DAILY BASIS 
Many queries and concerns surrounding the functioning of home devices, such as 

the Amazon Alexa or Nest Thermostat, emerged in the workshops. Participants were 

unclear as to how user permissions within a household are managed by smart devices 

on a daily usage basis. Accordingly, the discussion mainly centred on 1) device logs 

that include all household members’ usage history, 2) remote control of devices, and 

3) remote access to live video and audio feeds. Given the complexity of this theme and 

for the purpose of clarity, each subtheme is presented individually below.

HISTORIC SMART HOME DEVICE USAGE LOGS

In the case of historic device logs, participants were concerned that data relating to all 

household members would be available to the perpetrator in a centralised aggregated 

log. For example, any search query made to a digital assistant (e.g., Amazon Alexa) 

would be accessible to the owner of the account used to set up the device. This was 

found to be particularly problematic in cases where the user is performing queries, 

which the perpetrator is then monitoring.

[Emily-W4-G4-SW] What I wanted to ask is, can you interrogate Alexa to find out what 

someone else’s preferences have been? What someone else has been asking for? 

What someone else is ...

[Isabelle-W4-G4-SW] ... yes ...

[Taylor-W4-G4-SW] ... yes, of course, it has a history, it’s a computer ...

[Sam-W4-G4-SW] ... and there’s an app ...

[Emily-W4-G4-SW] ... he [perpetrator] would most probably interrogate it [the usage log] 

if that’s the case ...
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In the case of home hubs, door locks, thermostats, and other home appliances, par-

ticipants were concerned that the historic logs indirectly provide information about 

when a user is in the home. For example, door lock logs will show who has entered 

or exited the house and at what time, or a smart thermostat might turn on to regulate 

the temperature when a user is in the house. A perpetrator with access to these logs 

would be able to infer when the victim is at home, or not, without the victim realising 

that device data is being misused for this purpose.

[Sayeeda-W4-G3-SW] There’s a lot of potential as well with the smart door locks to set 

times when she might be out at work or college or whatever so it can enable his own 

access to kind of do a bit of ...

[Darcey-W4-G3-SW] He can even use them to check at what time she left ...

[Group] Yeah, yes.

[Sayeeda-W4-G3-SW] So what time she comes back ...

[Ayana-W4-G3-SW] Yeah, yeah, I think that’s probably it.

[Sayeeda-W4-G3-SW] To get in?

[Sara-W4-G3-SW] It’s a technology freehouse around these things, absolutely. I would 

imagine there’s a facility on there to check what time somebody has left [the house] ...

Being able to monitor who comes into the home can also be a powerful way of limiting 

victims’ disclosure of abuse to friends and family. If perpetrators know who victims 

are with, this may be a powerful deterrent for victims to not disclose out of fear of the 

consequences to themselves and to the recipient of the disclosure, thus, compounding 

victims’ isolation from potential sources of support.

[Blake-W4-G5-SW] He’ll know when she’s in and when she’s out and where she goes. So, 

I’m guessing to being with he’d be monitoring her ...

[Stacey-W4-G5-SW] ... what time she comes in and out and stuff like that ... [...]

[Robyn-W4-G5-SW] And then who comes and goes ...

[Blake-W4-G5-SW] ... oh, yeah, yeah, like friends and ...

[Robyn-W4-G5-SW] ... yes, yes, anyone who comes and goes ...

Furthermore, historic logs can be used to confront victims about their daily activities 
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and any discrepancy between what they say they did compared to what the perpetrator 

observed by piecing together information from logs. 

[Emily-W4-G4-SW] [...] I’m assuming, with the technology with the smart doorlocks, you’ll 

be able to access and see who came or that someone came in at a particular time 

and left at a particular time ...

[group] ...yeah ...

[Emily-W4-G4-SW] ...so, if you’re then questioning someone and saying “so, what were 

you doing today? Oh, I was wherever. Well, then how come at 11:29 someone left the 

house and at 11-whatever someone came back in?” So, there must be, they must have 

the technology for that. Technology to track movements.

On a daily basis, this effectively allows very little manoeuvre room for victims to access 

support, as any alteration in daily routine can be monitored and questioned by the 

perpetrator.

REMOTE CONTROL OF SMART HOME DEVICES

Regarding remote control of smart home devices, participants described situations in 

which perpetrators leveraged devices to remotely harass, perturb, and cause distress 

to victims. Regarding smart home hubs, participants’ examples included perpetrators 

remotely playing songs, setting unwanted reminders, and sending audio messages to 

the victim in the home.

[Matilda-W4-G1-SW] You can set Alexa basically to do anything. So you could set ‘Alexa, 

set a reminder ...’

[Ezra-W4-G1-SW] ... You scare mum for 3 am, start blasting ...

[Dani-W4-G1-SW] Play songs at anti-social hours.

[Andy-W4-G1-SW] Yeah, so could be waking her up, she could have lack of sleep.

[Matilda-W4-G1-SW] But you could leave a message that says “I’m gonna kill you”.

[Andy-W4-G1-SW] “I’m watching you”. Yeah ... “I’m gonna kill you” and prove it. Prove that 

message came through Alexa at that time.

In some cases, even when the relationship has terminated, remote access can be 

leveraged to contact the victim, provided the perpetrator still has access to the device 
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in question. Based on participants’ experience, it would be likely that the perpetrator 

owned the main account used to set up the device and would, therefore, be the only 

user with permissions to add/remove users (see Theme 1). The transcript below 

illustrates the case of a perpetrator sending audio messages, through a home hub, to 

the victim after a separation.

[Andy-W4-G1-SW] ... You can leave reminders for people ...

[Matilda-W4-G1-SW] ... You can leave messages, so you can say ‘Alexa set a reminder for ...’

[Andy-W4-G1-SW] ... 12 o’clock ‘I love you. I miss you. Come back’.

For smart home appliances, participants described scenarios in which perpetrators 

would deliberately disturb the basic functioning of the house. Several reasons, or end 

goals, for creating such disturbances were outlined by participants, which included 

gaslighting, control, physical discomfort, fear, and intimidation. Switching lights on and off 

was often discussed as an effective way to instil fear, as seen in the following transcript.

[Mariam-W1-G2-SW] [...] So, digital lights, obviously [perpetrator could] turn the lights on 

and off, yeah? 

[Dana-W1-G2-S] That’s going to spook you, isn’t it?

[Aailyah-W4-G4-SW] With the smart lights when you gave that example of when you were 

in the bath ...

[Sam-W4-G4-SW] ...yeah, you could turn them on and off ...

[Aailyah-W4-G4-SW] ... you could terrify a victim, couldn’t you? Imagine if you’re in the bath 

all alone or whatever.

[Sam-W4-G4-SW] ... yeah, my brother tortures me with them. I’ll be at Sam’s house and 

I’ll know he [brother] will be home so I’ll just be turning the lights on and off [laughs].

In addition to using smart home appliances to create fear, participants also expressed 

worry that such devices could be misused to gaslight. Gaslighting is a form of coercion 

and control and refers to the process of manipulating someone into doubting their own 

memory, perception, and sanity (Abramson, 2014). In the following transcript, survivors 

discuss the use of a smart thermostat as a weapon for perpetrating gaslighting.

[Mariam-W1-G2-SW] You could turn the heating up or down, couldn’t you, with one of them?

[Dana-W1-G2-S] It could make you feel like you’re losing your mind.
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Participants also detailed scenarios in which perpetrators subtly alter the functioning 

of devices in the home to make victims think that devices are malfunctioning. In the 

next transcript, participants discuss how a perpetrator manipulates a smart door lock 

to make it seem as if it is “glitching”. This conversation also illustrates how it would 

be difficult for the victim to identify whether the device is being manipulated by the 

perpetrator, or whether it is indeed malfunctioning. Furthermore, it highlights how this 

form of abuse can be extremely difficult to prove to friends and family.

[Brett-W2-SW] Amy doesn’t know what’s happening with her because if Adam [the 

perpetrator persona] is controlling her in a way like closing the door when she wants 

to go out like three times and a fourth time he will let her out, she can’t be sure that 

he’s doing it or it’s her mind playing with her.

[Amira-W2-SW] Or if it’s the technology. How quick are we to blame technology for stuff 

not working?

[Adrian-W2-SW] “Oh, there’s a fault in there” or “the systems not working”.

[Erin-W2-SW] Well, you can hear it right now, can’t you? You can just hear the person 

saying “Oh, you know ...”

[Amira-W2-SW] “... it glitches”.

[Erin-W2-SW] Yeah.

[Brett-W2-SW] yeah, and if she asks her friends to come and check, it’s you know Adam can 

see it’s a friend so I will open the door. No one can ever really see [the odd behaviour].

Another fundamental component in gaslighting was the disparity in technology-related 

knowledge between perpetrators and victims, as described by workshop participants. 

Participants felt that perpetrators often had more knowledge than victims, which was 

explained by gender differences related to culture and upbringing, where an interest 

in technology is fostered in young boys but not in girls.

[Brett-W2-SW] And also the stereotypical view that men are more on technology and 

devices. And because of the gender upbringing, so we still raising our daughters to 

play with dolls while the boys can play with the computer. So, I think they [boys] are 

more educated and because they are doing more DV [domestic violence] so, it’s the 

whole situation is just [unbalanced] ...

This leads to scenarios in which victims rely on the perpetrator to fix devices that are 
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perceived to be malfunctioning, rather than investigating the issue themselves. Thereby 

reinforcing the cycle of gaslighting by keeping the real issue hidden from the victim 

and promoting reliance on the perpetrator.

[Ayana-W4-G3-SW] She’s probably really confused. She’s gonna feel quite worn down, 

isn’t she? If things are kind of constantly appearing to go wrong [devices appearing 

to malfunction].

[Sayeeda-W4-G3-SW] Yeah.

[Sara-W4-G3-SW] And she won’t actually know she’s being monitored, will she? She won’t 

know what’s going on, you know ... [unintelligible]

[Ayana-W4-G3-SW] Over-reliant on Mark [the perpetrator persona] and over-dependent 

on Mark.

[Group] Hmmmm.

[Sayeeda-W4-G3-SW] Yeah, because he’s coming in to save the day [“fix” the devices].

Furthermore, remote control over home appliances can be used to create physical 

discomfort for the user in the home. The transcript below illustrates how a smart 

thermostat can be used to remotely make the house too hot or too cold for the victim.

[Sayeeda-W4-G3-SW] I think using the heating as well, um, you know if she’s at home and 

he’s switching the heating round and you know, her being uncomfortably cold. Umm, 

switching hot water off if she’s got to mess with the washing machine settings if she’s 

got an important, then so she’s not got the things she’s expecting to have.

[Nantia-W4-G3-SW] Yeah, yeah.

[Darcey-W4-G3-SW] It’s like interfering with your lifestyle, isn’t it?

[Sayeeda-W4-G3-SW] Yeah, just the routine.

[Sara-W4-G3-SW] Just general interference, yeah, true.

In fact, two support workers, in different workshops, had experienced cases where 

perpetrators were harassing victims by remotely changing the temperature in the house. 

[Leah-W5-G1-S1] It was a very complex case. [A]nd then there was one particular weekend 

where I was in contact with her and she was “I’m so cold. I’m so cold.” so I said “turn 

the heating up” and she said “every time it up, he turns it down — the husband”.
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SMART DEVICE REMOTE LIVE STREAMS

Live audio and video feeds that can be accessed remotely were also extensively exam-

ined in the workshops. Devices such as indoor security cameras and smart doorbells 

enable users to access remote live videos and audio of the inside the home or whenever 

someone rings the doorbell. Users can access these feeds on their smartphones, at 

any time and from anywhere. If another user is in the house, the remote user can 

see and hear what they’re doing, provided they are within range of the cameras and 

microphones. Depending on how many cameras are in the home, participants were 

preoccupied that almost every aspect of a victim’s life could be monitored in real-time.

[Zahra-W5-G2-S1] Checking what she’s doing every minute of the day and how she’s 

spending her time.

[Sofia-W5-G2-S3] Can you record what is happening as well?

[Zahra-W5-G2-S1] I think so [...]

Surveillance can either be accomplished overtly — when victims are aware of the 

surveillance — or covertly — when victims are not aware of being monitored. In the 

transcript below, participants describe a scenario in which the perpetrator is monitoring 

and overtly interrogating the victim based on what is being observed through the live 

feed.

[Ezra-W4-G1-SW] So when we used to go on holiday, obviously these two [points to 

participants in the group]. These two would stop in the house and housesit and I used 

to be able to watch ... there were no cameras inside, and I’d be able to see the dogs 

sat there waiting to go out. But you can imagine, had it been a perpetrator, “where 

are you going?”

[Andy-W4-G1-SW] “You’re not going out wearing that”

[Ezra-W4-G1-SW] “Why is your car not on the drive[way]?”

[Andy-W4-G1-SW] “Why you got make-up on like that?

[Matilda-W4-G1-SW] “Who’s that man that’s just knocked on the door?”

[Andy-W4-G1-SW] “Saw you eye the postman up.”

[Group] Yeah.
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[Dani-W4-G1-SW] “Where were you until 11 o’clock last night?”

[Ezra-W4-G1-SW] And you can text them what they’re doing in that moment, right? “I can 

see you” ...

[Dani-W4-G1-SW] So, if he’s got remote access, then it’s ...

[Andy-W4-G1-SW] That’s dangerous, isn’t it?

In the case of covert monitoring, participants discussed whether spyware could be 

installed on smart home devices to enable covert remote recording/streaming of video 

and audio, without the victim being aware of being recorded. This could be used, for 

example, to enable smart home hubs to stream audio from inside the home to a device 

of the perpetrator ’s choosing. Given the shared nature home devices, participants 

thought it would be easier for a perpetrator to install spyware than it would be, for 

example, on the victim’s personal smartphone. 

[Mariam-W1-G2-SW] And that would be the same for all of them [devices], wouldn’t it? Him 

living there. So, I’m wondering if, you know you get spyware now [for smart home devices]? 

Which you can [now] download onto someone’s phone, do you know about that?

[Daisy-W1-G2-S; Maria-W1-G2-S] No.

Remote feeds were also a concern with smart doorbells, where a user is notified via 

their phone whenever someone rings the doorbell or motion is detected by the front 

door. Unlike the smart door lock logs, with the doorbell perpetrators are notified in 

real-time about who is at the door and can even access a live video and audio feed 

from the doorbell camera and microphone.

[Zahra-W5-G2-S1] If there’s cameras [on the doorbell] he can check can’t he — all the 

visitors?

[Julia-W5-G2-S2] Yeah, who’s coming ...

[Zahra-W5-G2-S1] ... who’s away from the house.

Depending on the number of cameras in the home, victims can experience difficulty in 

getting support from friends and family, or even outside the house given that perpetrators 

can monitor whether victims are at home or not, as well as for how long. Furthermore, 

realising an escape plan or packing an emergency bag (Women’s Aid, 2015; IDAS, 

2019) can be difficult if victims know they might be being watched at any given time.
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[Emily-W4-G4-SW] Remote surveillance. And that app that is supposed to be there to help 

you — like if someone knocks at the door to deliver a parcel you can communicate 

and do that ... well, that’s just another way, yeah, but it’s actually remote surveillance ...

[Sam-W4-G4-SW] ... yeah but then he can see other people who are going into the house ...

[Emily-W4-G4-SW] ... yeah, see who comes in and out.

[Isabelle-W4-G4-SW] If she wanted to go and someone came to help her [the perpetrator 

could see through the cameras] ...

[Emily-W4-G4-SW] ... can you imagine if you were planning on leaving?

[Isabelle-W4-G4-SW] Yeah, and he’d saw the bags gettin’ packed ...

[Taylor-W4-G4-SW] ... yeah, all those things that you do discretely while no one is watching ...

[Aailyah-W4-G4-SW] ... yeah, even the support worker coming for a visit if she didn’t know 

that camera was there ...

The capture of non-consensual intimate imagery was also widely discussed in the 

workshops. Participants feared that perpetrators would misuse devices such as indoor 

security cameras to capture images that could then be used as leverage to threaten and 

control the victim. In the following transcript, participants discuss the use of intimate 

imagery to threaten and coerce a victim.

[Sara-W4-G3-SW] And if you connect this to indoor cameras as well, yeah, there’s gonna 

be times that she’s gonna be getting changed. So what’s the gonna do with that 

evidence?

[Sayeeda-W4-G3-SW] Well, yeah, he could use that as ...

[Darcey-W4-G3-SW] ... he could take a recording of her and blackmail her ...

[Sayeeda-W4-G3-SW] ... yeah, create stills ...

One group even discussed the capture of intimate imagery post-separation, where 

the perpetrator would be able to witness if the survivor had a new intimate partner. Of 

course, in such cases, the perpetrator would need to still have access to the device 

without the survivor knowing. Existing research on IPA shows that abuse often continues 

for many years after separation, which could render such a scenario more likely than 

one would initially expect.
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[Aurelie-W4-G5-SW] Yeah but then he can also use those [intimate photos]. They’re leverage, 

aren’t they?

[Aisha-W4-G5-SW] They could be used to blackmail ...

[Group] Yeah, yeah ...

[Stacey-W4-G5-SW] And particularly if she starts seeing other people.

Another form of abuse enabled by remote feeds, that was discussed in the workshops, 

was control over what victims eat. This form of control is common in abusive relationships 

“[t]he perpetrator supervises what the victim eats, when she sleeps, when she goes to 

the toilet, what she wears. When the victim is deprived of food, sleep, or exercise, this 

control results in physical debilitation. But even when the victim’s basic physical needs 

are adequately met, this assault on bodily autonomy shames and demoralizes her” 

(Herman, 2015). With cameras inside a smart fridge, participants examine how victims’ 

food intake is susceptible to being remotely monitored by perpetrators.

[Leah-W5-G1-S1] They can check what you’re eating [smart fridge card] ‘cause that’s 

another way of abusing, isn’t it? To withhold food ...

[Maryam-W5-G1-S3] Does it tell you what’s in the fridge?

[Fatima-W5-G1-S2] Yeah, we all use it through Tesco. If you go to your own Tesco or 

whatever it does an online shop. So if you say “I’ve run out of milk” it will reorder milk. 

It’s just so easy.

[Leah-W5-G1-S1] I’ve heard more than one woman say that food is a way they’re controlled.

[Maryam-W5-G1-S3] Yeah, food, yeah.

[Leah-W5-G1-S1] So, you couldn’t covertly sneak into your fridge and get something ‘cause 

they’d know ...

Monitoring food consumption was also related to belittling and body shaming, which 

is common in abusive relationships and has the effect of fostering victims’ dependency 

on perpetrators by lowering their self-esteem (Herman, 2015). The following transcript 

illustrates how perpetrators use food consumption to belittle victims,

[Emily-W4-G4-SW] I’ve just been thinking as well, we’ve been talking about smart fridges 

and you’ve got cameras within to see inside the fridge and so if someone is remotely 

accessing that and you’ve got a guy who is, um, part of his controlling behaviour is 
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“what are you doing eating that? You’re supposed to be losing weight”. That’s just 

going to be horrendous, isn’t it? “I know exactly what you’ve taken from the fridge, you 

know, at what time and you’ve ...” and that’s just another [form of control]. Horrendous.

It is important to note that many of the scenarios described by survivors do not require 

the perpetrators carry-out surveillance 24/7. The fact that victims know they could be 

watched, at any given moment, leads to a “panopticon effect” (Foucault, 1977). This 

effect means that victims will behave as if they are being watched because they do 

not know when they are not being watched. For this reason, victims police their own 

behaviour to match what they think is expected by the perpetrator, leading to constant 

states of alert, self-monitoring, and fear. In the transcript below, a survivor describes 

how she feared using her phone, several years after separation, because she did not 

know if the perpetrator was still able to monitor her.

[Zahra-W5-G2-S1] I didn’t even use a phone in the end because he was telling me that he 

could listen to all my calls. And that was for the landline as well. And I’m still like that 

3 years later, thinking, you know, people are listening to me and all that. Awful.

[Researcher] And then I guess you don’t even know how much of it is true and how 

much isn’t but because he’s told you that he can listen to your mobile phone and your 

landline, and you have no way of ...

[Zahra-W5-G2-S1] ... I mean, I got a new mobile phone but then he was saying “well, I can 

do it without you, without going near your phone”.

In summary, during the workshops, participants discussed three main ways through 

which intimate surveillance and abuse could be perpetrated, on a daily basis, using 

smart home devices:

1  access to shared historic device usage logs;

2  remote real-time control of home devices;

3  remote real-time access to live video and audio feeds.

While Themes 1 and 2 detailed how intimate surveillance and abuse is initiated and 

perpetrated on a daily basis within the context of smart homes, the next theme describes 

participants’ strategies to address these issues.
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THEME 3: THE CURRENT RESPONSE TO INTIMATE SURVEILLANCE AND 
ABUSE
The third theme, that emerged from an analysis of the data, focusses on participants’ 

strategies for coping with intimate surveillance. The theme includes survivors’ self-re-

ported strategies, as well as advice given by professionals as stated by professionals 

themselves. The two subthemes are non-use and managing digital privacy. Non-use 

refers to participants’ views that opting-out of using any new technologies is the 

most effective form of avoiding intimate surveillance. Managing digital privacy shows 

participants’ strategies for managing their own devices and data when use is perceived 

to be essential. Each of these is expanded upon, in turn, below.

NON-USE

When prompted to discuss what kind of support a victim suffering from intimate sur-

veillance would need, participants mainly discussed removing all smart devices from 

the home. In all workshops, participants expressed a lack of confidence in their ability 

to effectively manage their digital privacy. Not owning or using any smart devices was 

overwhelmingly seen as the only way for victims to be certain that they are not being 

monitored. The transcript below illustrates how professionals find it necessary to either 

remove victims from their homes — the place where the smart devices are, or destroy 

all the devices if victims remain in their homes.

[Aurelie-W4-G5-SW] If she then like, taking at some point that she works it out that it’s 

through her home system, what does she do then? Does she move? Does she go stay 

in a hotel? Does she have relatives she can stay with?

[Charlie-W4-G5-SW] Well, she may get rid of everything.

[Aurelie-W4-G5-SW] Does she burn everything? Does she sell everything?

[Blake-W4-G5-SW] Disconnect, yeah ...

[Aurelie-W4-G5-SW] Does she go round the house with a sledgehammer when she’s had 

enough?

Survivors expressed the same sentiment, describing how the solution may be to disable 

all smart devices in the home.
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[Alex-W4-G2-SW] Yeah, yeah, we did. Technology isn’t always the answer, at least not in 

this case.

[Edith-W4-G2-SW] She could disable all the devices that he has access to, which is not 

really stopping it [capture of intimate imagery] ...

A particular concern with non-use takes place when a smart device has replaced an 

essential appliance or mechanism. Examples are door locks, thermostats, or doorbells. 

If victims do not trust that the smart device is secure, they may need to replace it. This 

would, of course, place a significant financial burden on the victim, who may still be 

recovering from financial abuse. In the transcript below, participants discussed how 

one route may be to replace smart devices with manual/analogue ones, as a form of 

being able to trust that they are safer.

[Dani-W4-G1-SW] Then what would she do in response? So she would have to change 

her locks ... there’s a lot of things that the poor victim has to do!

[Ezra-W4-G1-SW] Yeah.

Participants were already using strategies of non-use to protect themselves and their 

children. Often, even long after an abusive relationship is over, victims still do not trust 

digital technologies. Although not directly concerning smart home devices, in the 

ensuing transcript, a survivor describes turning off her children’s phones when they 

return from spending time with the perpetrator.

[Maya-W1-G1-S] I don’t have any of these things [smart home devices]. I refuse to use 

these things. I haven’t got a clue. Apart from my iPhone, I don’t use, I mean the kids 

have got iPads, most of the time I turn them off. I mean, he bought my son a mobile 

phone and as soon as he walks in the door from his dad’s it’s [the mobile phone] off.

[Eva-W1-G1-SW] So you know you can do that locate my phone?

[Maya-W1-G1-S] Yeah, I turn it off every time [names removed] comes home.

[Eva-W1-G1-SW] That’s a good idea.

What is more, professionals are advising victims to either not bring their smartphones 

with them to appointments or to not enter information into their digital calendars.

[Maryam-W5-G1-S3] Something I will say about this as well, when I see clients, I tell them 

to never put it in their phone — when they’re coming to see me.
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[Leah-W5-G1-S1] Yeah, yeah.

[Maryam-W5-G1-S3] And they look at me really strange. Just write it down.

[Fatima-W5-G1-S2] It’s just like with doctors’ appointments, put it down in a card. Never 

on the phone. None of it is on my phone.

However, non-use was also seen as a way of further isolating the victim, meaning 

that it was seen as a less-than-ideal solution. The following transcript illustrates the 

concern that opting-out of using digital technologies will have the effect of isolating 

victims and, therefore, placing them at greater risk of further abuse.

[Amira-W2-SW] It’s gonna end up with that thing like you see in movies where you’ve 

got the old guy who’s off the grid and doesn’t touch technology and unless they sort 

these problems out, it’s gonna force people away from technology not towards it.

[Erin-W2-SW] And isolate people more, which could essentially create more abusive 

situations. ‘Cause yes, this is very scary and it’s creating a massive situation where 

you could be abused but then if you then become really scared of all of this [smart 

homes] and take yourself away from all of that, then you’re even more, potentially, 

even more vulnerable.

Furthermore, the transcript below reveals the tension where a support worker is 

arguing that not using technology is not a longterm solution that promotes survivor 

empowerment, while a survivor is arguing that she would rather be safe than use 

such devices.

[Maya-W1-G1-S] Removing batteries.

[Anna-W1-G1-S] Putting all the devices in a sort of locked place.

[Eva-W1-G1-SW] Changing passwords.

[Anna-W1-G1-S] The way we think in the end is don’t have the devices in the first place.

[Eva-W1-G1-SW] Yeah, that’s not a long term solution though, is it? Because life is moving 

forward no matter what and we’re in the world we’re in.

[Anna-W1-G1-S] Yeah, but we’re so used to having to change our ways and not have 

anything. Like, I’d rather, if it was happening to me now, I’d rather have like a little 

brick phone [laughs]. And I know it’s not ...
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Non-use was also interpreted as a less effective tactic for the younger generations. 

Participants expressed the feeling that younger victims may not be willing to limit 

their usage of novel technologies, as this could come with significant social trade-offs.

[Masha-W4-G4-SW] See that’s interesting because my reaction is “buy a shit phone and 

drop the phone that you think you’re being tracked with, in the bath. But then I’m 

thinking, “if I said that to the kids, they’d just go ‘fuck off ’, actually” ...

[Emily-W4-G4-SW] ... yeah but the point that was made there about they’ve got so much 

of the rest of their life invested in the same device ...

[Masha-W4-G4-SW] ... and it’s so isolating to be cut off. Yes.

Furthermore, non-use may not be a viable option if the victim is still in an abusive 

relationship. As shown by the quote below, victims may place themselves at further 

risk if they opt for non-use, therefore, alerting the perpetrator that they are aware of 

and counteracting the surveillance.

[Brett-W2-SW] The main problem with all this is if you snooze it [home hub] then the 

perpetrator will know what you are doing so you are scared to snooze it. Instead, you 

are letting all the devices run in the background. ‘Cause if you weren’t scared to snooze 

it then you wouldn’t be scared to leave the ...

[Erin-W2-SW] ... but you could find your opportunity, couldn’t you? So you could wait until 

they’d left the room or something. Or ...

[Adrian-W2-SW] ... but wouldn’t it show on the log, like “snoozed at 5:45 pm”?

[Erin-W2-SW] Yeah, but they wouldn’t know at the time. So at the time, at least that isn’t 

being recorded. And if a, not always, but if they are doing this then they’re probably 

not actively doing it, you know, they’re probably not telling the person that they’re 

doing this. So how could they then come to them and say “oh, by the way, when we 

were having this conversation you snoozed it, don’t do that again”. ‘Cause that then 

sort of defeats the object.

[Adrian-W2-SW] Yeah, [defeats] what they’re doing. Mmmmm. Unless they’re like openly 

controlling.

Finally, a few participants also questioned why victims/survivors should be required 

to give up technology to protect themselves, arguing that all that would be necessary 

would be improved privacy management. 
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[Masha-W4-G4-SW] I think the thing about it is it is the same with technology, which is when 

we think back to all that stuff about the “good” advice that we give, which is switch it all 

off. Because my first reaction is “get rid of the smartphone. Get a basic phone that takes 

phone calls”. Actually, your whole freaking life stops at that point. So, I couldn’t get here, 

I can’t get home, I have no hotel booking without my smartphone. I have no idea who 

any of my friends are. Everything gets switched off if I get rid of my smartphone now.

[Sam-W4-G4-SW] And it’s like why should they ...

[Masha-W4-G4-SW] ... why should I? Yes.

[Aailyah-W4-G4-SW] You’ve just got to make sure your privacy settings are spot on.

This effectively places the onus on victims/survivors to protect themselves, either 

through non-use or through the meticulous management of privacy settings. The latter 

leads to the next subtheme, which discusses participants’ approaches to managing 

digital privacy.

PARTICIPANTS’ STRATEGIES FOR MANAGING DIGITAL PRIVACY

Overall, managing digital privacy was less discussed in the workshops than non-use. 

Non-use was participants’ preferred strategy for preventing intimate surveillance. 

However, when non-use was not a viable solution, other strategies were discussed. 

The main strategy was that of changing passwords.

[Maya-W1-G1-S] Yeah. “What strategies is Diana using to protect herself?”

[Anna-W1-G1-S] Um, this is the hard one, isn’t it?

[Eva-W1-G1-SW] So what strategies you’d use sounds pretty good ...

[Anna-W1-G1-S] Just turn it off ...

[Eva-W1-G1-SW] ... you change your passwords.

However, if, for example, a smart device has been set up with the perpetrator’s email 

address and password, the victim may not have the necessary permissions to re-secure 

the device. In the transcript below, participants talk about how the perpetrator may be 

the only one with full permissions to control a smart thermostat.

 [Erin-W2-SW] But if he’s the one setting everything up then he’s the one that if something 

was to go wrong, he’d have the passwords and things, so if they needed, if she later 
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on down the line realises what he’s doing, she might not have the access to be able to 

stop him. ‘Cause they — whoever the company is that she might call out, it would say 

but you’re not the main person on the account or you don’t have the password.

Another strategy was to reset or “factory restore” devices, which involves the erasing 

of all data on a device and then setting up new device accounts.

[Sara-W4-G3-SW] I mean she needs to like reset everything. [laughs]. I don’t know what to say!

However, once again, the main user’s account details may be necessary to perform a 

complete reset of the device. Furthermore, participants also expressed the feeling that 

victims are under high levels of stress during and after separation from the abuser, whilst 

managing several devices and accounts can be overwhelming.

[Maya-W1-G1-S] What kind of support would a victim need for emails? Umm, need to change 

them. I had to change all mine.

[Anna-W1-G1-S] Yeah, I do anyway.

[Eva-W1-G1-SW] And was it an easy process?

[Maya-W1-G1-S] No, it’s a hard process ...

[Anna-W1-G1-S] It’s really hard.

[Maya-W1-G1-S] ... yeah, especially when you’re stressed.

[Anna-W1-G1-S] And then you’ve got to remember them because you don’t want to write 

them down in case someone finds ...

In summary, participants discussed strategies to deal with smart home surveillance and 

abuse that are based on their current experiences of abuse enabled by smartphones 

and social media. Participants’ strategies focussed on non-use as a form of removing 

possible avenues of abuse, as well as managing privacy through changing passwords 

and resetting devices. However, the former may come at a significant financial burden, 

while the latter relies on victims having the necessary system permissions, which may not 

always be realistic. The next theme contextualises the issues underpinning Themes 1-3.

THEME 4: UNDERLYING ISSUES
This theme focusses on the topics underlying participants’ concerns about smart home 

devices and their preference for non-use as a self-protection strategy. The underlying 
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topics have been identified as 1) a general gap in knowledge regarding data capture & 

storage, data sharing, and privacy management, as well as 2) the understanding that 

support services are ill-equipped to deal with these novel challenges.

PARTICIPANTS’ TECHNOLOGY AND DIGITAL PRIVACY MANAGEMENT KNOWLEDGE

As demonstrated in the previous themes, participants did not feel that they fully understand 

the capabilities and limitations of smart home devices, to an extent that would allow 

them to safeguard themselves from surveillance and abuse. For example, it was assumed 

that if a smart door lock was installed, that there would be no manual backup, thereby 

allowing for scenarios where the perpetrator could lock a victim in the house remotely.

[Julia-W5-G2-S2] With the smart locks ...

[Sofia-W5-G2-S3] ... locking somebody in.

[Zahra-W5-G2-S1] Yeah, absolutely.

The same was observed with smart appliances, as participants created scenarios in 

which perpetrators remotely locked the fridge or turned off the gas supply to the stove. 

Although it may be possible to turn a smart stove hob off remotely, a user in the house 

can still turn it back on and smart fridges do not generally include locks.

[Adrian-W2-SW] Or controlling the gas so that she can’t cook anything.

[Erin-W2-SW] Yeah.

Participants also discussed whether remote control could be achieved from any 

distance or whether the user was required to be within a certain range of the device, 

even though some participants owned devices such as the Amazon Echo.

[Alex-W4-G2-SW] Ok. But if he didn’t want to give the game away, he could just monitor her?

[Edith-W4-G2-SW] He could be really creepy and just make noises through Alexa. He 

could change songs. He could play their favourite top 5 romantic songs. He could be 

quite mindful ...

[Alex-W4-G2-SW] You can do that off-site? Just anywhere in the world?

[Edith-W4-G2-SW] I’m not sure how far, but I know if your phone’s connected and you’re 

connected to that Alexa, you can then ... I only know from experience of making some 

funny shopping lists on my partner’s Alexa.
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Furthermore, participants expressed that they do not know how initial access to 

home appliances is granted In the first place. Participants wondered whether these 

devices require a password or whether proximity to the device and a WiFi password, 

are sufficient to connect a user’s smartphone to the device.

[Edith-W4-G2-SW] And I’m not sure whether those devices have passwords, do they? 

‘Cause Alexa is Wifi, if somebody comes into your house and connects to your wifi, 

they can connect to Alexa. Yeah, as far as I’m aware, there is no ... [...]

[Charlotte-W4-G2-SW] Right, OK.

[Edith-W4-G2-SW] You can just pick, your phone picks up what’s around, doesn’t it?

[Freya-W4-G2-SW] But you’d still need, like for our [smart] camera even if you came into 

our house and you connected yourself to the WiFi, you couldn’t access the camera 

without the password and account. But I don’t know if that’s the same for Alexa.

[Edith-W4-G2-SW] Yeah, I just Alexa I know is just WiFi and then you pick up the Alexa.

[Charlotte-W4-G2-SW] And you can access it even without a password?

[Edith-W4-G2-SW] You can control it from your phone and if you’ve got the Alexa app and 

Amazon whatever ...

In addition to issues around permissions and access, participants also expressed 

difficulty in understanding what type of data is collected by each device, where it is 

stored, and who it is available to. Throughout the workshops, participants asked each 

other questions about where data goes when it is stored on the cloud and how it can 

then be accessed.

[Zahra-W5-G2-S1] Ahhh, cloud storage, I don’t understand much about that technology.

[Julia-W5-G2-S2] Umm, cloud storage is so, everything I’ve got in my phone is also stored 

in the cloud somewhere [laughs]. So, even if I delete it off my phone, it would still all 

be somewhere in the cloud.

The complexity of understanding where data is stored and who has access to it meant 

that participants were uncertain of their ability to manage their digital privacy. One 

group discussed a possible false sense of security associated with managing privacy 

settings where users have the impression that they’ve secured their data, when in 

fact, they may have failed to completely delete or restrict access to it across devices.
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[Erin-W2-SW] I feel like I would need more information on how to like cleanse your data. 

Because I would be really paranoid that I’ve said “oh yeah, clear this, clear that” but 

there might be something that I’ve missed that you don’t even think about. Like, for 

example, the cloud, be like “oh, you’ve taken it off your phone, it’s gone, done” but no, 

it isn’t. It’s still somewhere ...

Compounding these concerns were app updates and hard-to-use privacy settings. 

Participants debated the number of devices and individual applications that need to 

be individually checked and adjusted according to individual user’s privacy needs, 

agreeing that the complexities of managing all of them are beyond what they feel 

capable of effectively coping with. Furthermore, participants expressed the fear that 

even if they did adjust all their privacy settings, these might be erased or changed 

without warning when the software is updated.

[Maria-W1-G2-S] Problem with that is when you update your things [devices] it [privacy 

settings] goes back to basic, so you have to turn everything off again.

For participants, the main goal in managing privacy settings was not to protect their 

data from third-party corporations, but rather to safeguard their data from another user 

of the same shared device — interpersonal privacy. Overall, participants felt that gaps 

in knowledge related to smart home device’ functionality and privacy management 

place them at a significant disadvantage in safeguarding themselves against intimate 

surveillance and abuse. This was equally true for survivors and support workers, which 

leads to the next subtheme exploring participants’ confidence in effective support 

regarding technology-enabled abuse. 

SUPPORT SERVICE PREPAREDNESS AND BELIEVABILITY

In the workshops, support workers were aware of the fact that current service provision 

and risk assessment procedures are not equipped to deal with technology-facilitated 

IPA. Currently, support services are struggling to upskill their workforce with the 

knowledge necessary to tackle abuse facilitated by technologies such as social media 

and location services. It is unsurprising then that participants felt equally unprepared 

to support victims in cases where smart homes devices are being misused for abuse.

[Erin-W2-SW] Yeah, there does need to be more awareness and I think that should start 

with the support workers. I think if we’re gonna be honest, we don’t have that much 

training on this. We don’t have ...
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[Adrian-W2-SW] ... we’d need a longer degree for this ...

[Erin-W2-SW] ... it should be, it should be a cyber training course. We don’t have a 

cybercrime/stalk, um, course.

[Amira-W2-SW] [unintelligible]

[Erin-W2-SW] I don’t think they have any real mention of it anywhere in our training.

[Brett-W2-SW] Only revenge porn maybe.

In the UK, it is common for support workers to use a standardised risk assessment 

form — the DASH — to measure the level of risk that a victim may be in. The result of 

this risk assessment is then used to create safety and support plans with the victim. 

However, the DASH does not yet include questions related to technology-facilitated 

abuse. Such issues may be uncovered through discussing other questions on the form, 

such as “Does (.....) constantly text, call, contact, follow, stalk or harass you?” (Richards, 

2016) but this can depend on many factors. These factors include the professionals’ 

experience in using the form, in asking follow-up questions, or whether the victim is 

aware of being monitored, meaning that intimate surveillance can go unnoticed and 

unaddressed by existing risk assessment procedures.

[Amira-W2-SW] And then this [technology-facilitated abuse] needs to be on the DASH.

[Adrian-W2-SW] Oh, ok, yeah.

[...]

[Amira-W2-SW] But what I’m saying is I think — you know we were talking about the 

pregnancy question in the DASH [Domestic Abuse, Stalking, Harassment and Honour 

based violence Assessment Tool]? Ahh, [name removed]? They need to update it to 

have cyber questions.

[Erin-W2-SW] Yeah, they do.

[Adrian-W2-SW] Yeah.

Furthermore, professionals highlighted the feeling that perpetrators often seem to be 

“omnipresent”, where they know information that seems unlikely that they would have 

access to regarding the victim. Professionals often suspected this is achieved through 

digital surveillance, but their training and risk assessment procedures do not equip 

them to better identify what the source of information/data may be.
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 [Julia-W5-G2-S2] I remember I used to work in a refuge and a lot of women would say 

“I don’t know how he’s found me” or “I don’t know how he’s got this information” 

but even as a support worker, I don’t know the answers because I don’t know about 

technology. A lot of us don’t, really.

Professionals even questioned whether a victim of technology-facilitated abuse would 

be believed by support professionals, especially regarding novel technologies such 

as smart home appliances.

[Amira-W2-SW] I mean I think the key thing there is about believability. I think we, you 

know, as an organisation as a whole, we need to be gradually moving more and more 

into the thing of actually going “well, oh, this stuff does happen”. It can happen. We 

need to take this claim seriously until it’s proven that actually, it’s not quite what we 

think it is.

Furthermore, participants’ concern that support services were not equipped to deal 

with technology-facilitated abuse extended beyond third-sector organisations, to 

law enforcement and health professionals. Participants felt that authorities may 

not understand, or even believe, victims when abuse is being perpetrated through 

technology. The transcript below illustrates the concern that not only do authorities 

lack the knowledge to adequately support victims, but also that victims’ mental health 

might be questioned when reporting technology-enabled IPA.

[Maria-W1-G2-S] Problem is when you do go to the police, they don’t actually work on 

the area [technology-facilitated abuse] that you’re needing to discuss and they don’t 

understand it.

[Dana-W1-G2-S] [chuckles]

[Mariam-W1-G2-SW] No, they don’t take it seriously, do they?

[?] No.

[Maria-W1-G2-S] Even when it’s criminal, they don’t, they don’t do anything.

[Julia-W5-G2-S2] So we could say get expert advice. I mean, who even has that? I wouldn’t 

know where to go!

[Ava-W5-G2-S4] There are tech companies that would do that but chances are they’ll 

think you’re nuts anyway and that you’re just being stupid and paranoid.
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Compounding all of this was the sense that technology moves too quickly for support 

services to keep up, even if training was to be put in place. In the following transcript, 

support workers express the sentiment that it is unfeasible to match the pace of 

technological development.

[Erin-W2-SW] But ... I just think it’s, there’s so much to it.

[Brett-W2-SW] Mmmm [yes].

[Erin-W2-SW] It almost feels like you’re never gonna get on top of it because, by the time 

you maybe get on top of making a smart speaker safer, there’ll be a new device ...

[Adrian-W2-SW] ... and there’s always [unintelligible] that people can make and ... and bugs 

and stuff, like constantly being updated so you just never [able to keep up].

In summary, the main barriers — as perceived by participants and based on their lived 

experiences of IPA — to preventing technology-facilitated abuse are:

1  a lack of confidence in their knowledge regarding smart home devices;

2  the complexity of managing data privacy across a multitude of devices and 

accounts;

3  the lack of support service preparedness in dealing with the ever-changing 

technology landscape.

These issues frame the problem context and ideas that participants generated during 

the ideation activity of the workshops. Accordingly, the next section sets out partic-

ipants’ co-created ideas for addressing intimate surveillance and abuse enabled by 

smart home devices.

THEME 5: PARTICIPANTS’ IDEAS FOR ADDRESSING SURVEILLANCE 
AND ABUSE ENABLED BY SMART HOME DEVICES
In addition to identifying the main avenues through which smart home devices can be 

exploited for the purposes of intimate surveillance and abuse, participants co-created 

ideas for addressing some of these challenges during the ideation activity (see Section 

4.2). This section details participants’ ideas, which mainly operated on two levels 1) 

addressing gaps in survivors and professionals’ knowledge of digital privacy through 

training and educational resources, and 2) ideas for improving the interpersonal privacy 

mechanisms of smart home devices.
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DIGITAL PRIVACY TRAINING AND EDUCATIONAL RESOURCES
[Emily-W4-G4-SW] I guess the big answer to all of this is just providing knowledge, isn’t it?

Overall, as illustrated by the transcript above, survivors and professionals felt that the 

main issue that needs to be addressed, regarding technology-facilitated abuse, is the 

gap in their knowledge regarding digital privacy management. As observed in Theme 

4, professionals expressed the opinion that they do not possess the knowledge and 

training necessary to feel confident in supporting victims of technology-facilitated IPA, 

especially given the rapid pace of technological development. The transcript below 

illustrates this point, where professionals discuss the need for ongoing digital privacy 

training and practical advice that will enable them to better support victims. More 

specifically, participants are debating a lack in preparedness to address current issues 

related to social media privacy and spyware, demonstrating that training for IPA support 

workers has not kept pace with already widespread digital technologies.

[Jordan-W4-G2-SW] I mean, I have like this idea in my mind that I want somebody locally 

to set up like a course, like you go on any IT course, and just talk me through ...

[Freya-W4-G2-SW] ... like with the stalking course ...

[Jordan-W4-G2-SW] ... yeah, talk me through Facebook, Twitter ...

[Freya-W4-G2-SW] ... yeah.

[Jordan-W4-G2-SW] ... Instagram, you know.

[Freya-W4-G2-SW] Yeah.

[Alex-W4-G2-SW] Yeah.

[Freya-W4-G2-SW] ‘Cause I think there’s so many things and you become aware of so 

many things and what you can do but it’s keeping up with it all the time.

[...]

[Jordan-W4-G2-SW] But you know, how to put trackers on your phone, how to take them 

off, how to look for them and something that’s particularly in our line of work that we 

can look for ...

Furthermore, professionals felt that current risk assessment procedures should 

be updated to effectively identify technology-enabled abuse. In the tran-
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script below, a support worker describes how she fears that without an up-

dated risk assessment questionnaire, victims may not disclose technology 

-enabled abuse. She discusses how the right questions may be essential in prompt-

ing victims to become aware of these forms of abuse, which could otherwise go 

unrecognised.

[Ayana-W4-G3-SW] In terms of empowerment, I mean I’d kind of see that as empowerment 

through universal education. But when we’ve got people coming into our services, it’s 

maybe about a universal approach in doing that kind of checklist of, ‘cause you know 

when we’re building one of those support plans around need, we’re very often led by 

survivors’ need and what they tell us about what’s happening but we maybe need 

to do that [digital] hygiene first and kind of, um, because you can’t assume that they 

haven’t got it [being covertly surveilled] because they don’t tell us.

In addition to training, participants expressed the need for a specialised support service 

to provide information and practical guidance on managing digital privacy for victims. 

The transcript below illustrates this idea and considers creating collaborations with IT 

experts to deliver the support.

[Emily-W4-G4-SW] But I think the idea of providing some sort of forum for women to be 

able to go and if we’re talking about empowerment, to learn about how to do this. 

Yeah, face-to-face ...

[Isabelle-W4-G4-SW] ... a service where for people who are experiencing domestic abuse 

could go to be made aware ...

[Emily-W4-G4-SW] ... yeah, and that would need to be face-to-face, not technology because 

technology might be the issue in the first place. So someone who can sit with someone 

who can actually say “you know, this is what you can do” ...

[Aailyah-W4-G4-SW] ... someone at college, maybe the students at college might be ... I’m 

gonna do this, I’m gonna put this course on for my clients ...

Survivors expressed the same sentiment, discussing the need for support provision 

alongside IT specialists, to guarantee the accuracy of the information and guidance 

being delivered.

[Leah-W5-G1-S1] Yeah, I think I pose that questions because for individuals to have that 

level of understanding and keep up-to-date with it [technology], um, like you were 

saying, if you’re in an abusive relationship, you may know exactly what’s happening 
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but you don’t know how to tackle it. You go and talk to all these various services but 

they don’t know how to tackle it. Um, should they be specialists in these services that 

we can actually contact [...].

On the other hand, professionals also communicated the opinion that rather than 

attempting to address all of victims’ privacy concerns through a specialised service, 

they should provide resources that enable victims to protect themselves on an ongoing 

basis. This would have the result of empowering victims by giving them the tools nec-

essary to adapt to technological change and advancements, whilst reducing reliance 

on continuous support. The following transcript shows participants discussing an idea 

for an app that provides survivors with digital privacy information and alerts, in the 

form of short audio clips.

[Masha-W4-G4-SW] Yeah but actually removing it all for her isn’t empowering her, it’s 

neutralising the problem but it’s not actually empowering her. She needs to know what 

these things are so that she can ...

[Emily-W4-G4-SW] ... so what this lady wants is to have the knowledge to be able to act 

on this herself so she can take control about what’s happening. So, we’ve got to think 

about yeah “how do we supply ...”

[Masha-W4-G4-SW] ... so you’re saying that it just goes bing and then ...

[Sam-W4-G4-SW] ... to protect yourself from Snapchat, here’s some ideas, you know what 

I mean?

[Masha-W4-G4-SW] Yeah, actually an audio recording!

[Taylor-W4-G4-SW] Yeah, that’s not bad.

These resources to support victims’ in understanding digital privacy would be availa-

ble outside of formal support and accessible to victims/survivors whenever needed. 

Furthermore, the type of information that survivors identified as being essential was 

generally very practical in nature. Or in other words, it took the form of easily under-

standable instructions aimed at accomplishing a specific goal, as illustrated in the 

transcript below.

[Mariam-W1-G2-SW] So what further support and information would a victim need regarding 

this smartphone?

[Esme-GW1-G2-S] The turning locations off, privacy settings.
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[Daisy-W1-G2-S] Mmmm [yes].

[Esme-GW1-G2-S] Passwords as well.

[Mariam-W1-G2-SW] [writing] “Turning location off, understand your privacy settings”, 

yeah? See I’m thinking of spyware. If you’ve got spyware on your phone, that opens 

up a whole world. So [writing] “understanding privacy”. What about if you think there 

is something on your phone? What would you like to happen, in an ideal world?

Similarly, the next transcript further illustrates this point by discussing the need for 

practical and implementable instructions that can be leveraged to increase victims’ 

safety as quickly as possible.

[Dana-W1-G2-S] For security, yeah. Access on how to secure things to that people can’t 

... I know it’s silly things like put plasters over cameras that you shouldn’t have to but 

support with that, to make someone feel safe.

In summary, participants co-created ideas to address gaps in knowledge and support 

regarding digital privacy centred around:

1  technology-related training for support workers;

2  educational workshops for victims delivered in collaboration between support 

services and IT experts;

3  practical guidance and resources that victims/survivors can access wherever 

and whenever they need to.

IMPROVED INTERPERSONAL PRIVACY MECHANISMS FOR SMART HOME DEVICES

In addition to training and resources on digital privacy, participants co-created ideas 

aimed at improving the privacy afforded by smart home devices. The ideas that partic-

ipants generated were related to the concerns outlined in Themes 1 and 2, regarding 

device logs, remote control of devices, and remote access to live feeds. Accordingly, 

participants’ ideas focussed on questions of interpersonal privacy, or in other words, 

privacy between members of the same household. Participants’ ideas have been 

grouped into four topics that are expanded upon below, namely, 1) device affordances, 

2) multi-user support and permissions, 3) data maps, and 4) spyware removal. Each 

of these are discussed, in turn, below.
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DEVICE AFFORDANCES & FEATURES

Devices such as indoor security cameras that enable remote access to live video and 

audio streams were extensively addressed in the ideation activity. Participants’ design 

ideas largely focussed on improving awareness of when data is being recorded, for 

users inside the home. To achieve this goal, participants proposed improved visual and 

auditory affordances. For example, indoor security cameras emitting a sound every 

hour when they’re recording, or smart home hubs making it more obvious when they 

are capturing audio, through more prominent visual or auditory cues. In the ensuing 

transcript, a survivor proposes that indoor security cameras should emit an audio cue, 

at regular intervals, when capturing video.

[Eva-W1-G1-SW] But then if you had a [indoor security] camera that like every hour had 

to beep, then you’d know if something was there.

Participants also suggested that such devices should require an additional level of 

authentication from users who are in the house. For example, if a user is trying to 

access the live video feed while another user is at home, the system should require 

an additional level of authorisation from the user in the home.

[Erin-W2-SW] But is then permission [to access remote camera feeds] maybe is [sent 

to] like a mobile number or something that is completely separate so that the person 

gets it and then ...

[Amira-W2-SW] Yeah.

[Erin-W2-SW] You know and independently can say [yes or no] ...

Furthermore, an additional level of authentication (or authorisation) from a user inside 

the home could similarly be applied to devices that can be remotely controlled, such 

as thermostats or home hubs. An added level of authorisation would allow the user in 

the home a higher level of control over devices than users attempting to access the 

system remotely. Thus, safeguarding users in the home and addressing participants’ 

concerns regarding remote control of devices and remote access to live feeds.

MULTI-USER SUPPORT + PERMISSIONS

Although smart home devices allow for the creation of multiple user accounts, this 

requires a somewhat cumbersome process that places the burden on users, as well as 

requiring a non-trivial degree of technology-related knowledge (Amazon, 2018; Google, 
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2018). During the workshops, participants discussed issues surrounding the use of 

shared accounts and easy access to another user’s account within the same household. 

For example, the former can occur if the perpetrator configured a home hub to use a 

single account and did not then grant the victim permission to create another one. The 

latter can happen if users forget to switch between accounts before using a device. 

In this context, participants suggested that devices be responsible for the automatic 

creation of user-accounts, based on the recognition of different users. In other words, 

instead of the system relying on users to configure an account for each household 

member, the system would automatically detect, for example, different voices and 

assign them an account each. Users would then only have access to the account and 

data associated with their own voice.

[Eva-W1-G1-SW] Making it not one device fits all. Then making it that like you have to 

identify who you are before you use it so then it goes to your personal [account] not 

one [shared] account.

Having a different account for each user can mean that participants’ concerns regard-

ing device usage logs (Theme 2) would be addressed, as each user would only have 

permission to view their own usage data.

“AWARENESS APP”/DATA MAPS

All participants expressed uncertainty as to where data is stored. As previously mentioned 

(see Theme 4), technology, especially the cloud, was seen as a blackbox system that 

is impenetrable to users. Several of the ideas generated during the workshop involved 

visualising where data is being stored as well as who has access to it. Participants 

expressed the desire for an “awareness” app which would display, in one place, all the 

personal data gathered by all devices. The app would also visualise who has access 

to an individual’s personal data, alongside any data sharing changes that may have 

been affected by system or app updates.

[Mariam-W1-G2-SW] I think what would be good would be some kind of um ... So, exactly 

what [data sharing] is switched on and what is switched off, that gives you a map, a 

map of apps and devices. So, you know exactly what’s going on with your devices. 

[Maria-W1-G2-S] Problem with that is when you update your things it goes back to basic, 

so you have to turn everything off again.

[...]
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[Mariam-W1-G2-SW] But then if you could just like press something and it said “this is 

what’s going on with your world at the moment, in terms of IT ...”

[Dana-W1-G2-S] “... do you want your location on or off?” They should say it. When you 

update it, they should have that button ...

[Maria-W1-G2-S] Especially if it is off already. If it’s not then ...

[Dana-W1-G2-S] ... then fair enough. But if that button’s off they should let you know, make 

you aware that that’s gonna go back on when updating.

[Maria-W1-G2-S] Yeah.

[Dana-W1-G2-S] And they don’t.

Additionally, this “awareness app” would display a list of locations from which the user’s 

data has been accessed. Using this list, victims can review who may be accessing their 

data beyond themselves and other trusted users.

[Sayeeda-W4-G3-SW] And do you know, do you get, I don’t know whether there’s a potential 

that at any point in the distant future where you could even see a report on your own 

stuff, where it could show you where your things have been accessed from?

[Nantia-W4-G3-SW] Wouldn’t that be good?

[Group] Yeah. [...]

[Sayeeda-W4-G3-SW] Yeah! Who’s accessed, and at what time, and what device for your 

accounts. It would be like a [phone] statement.

A centralised visualisation of data gathered by all of a user ’s devices, alongside where 

it is stored and who has access to it, addresses participants’ concerns regarding 

their understanding of the cloud. This is accomplished by taking all of this metadata 

and turning it into an easily readable visual format, thereby, removing some of the 

complexity in understanding data capture, sharing, and access across multiple devices 

and accounts.

SPYWARE REMOVAL

During the workshop, participants expressed difficulty in detecting spyware and a 

general concern over the means through which spyware could be installed in the first 

place (see Theme 2). Participants equally feared that spyware would progress beyond 
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smartphones and move onto devices such as smart home hubs, TVs, etc. To address 

this issue, built-in spyware detection software was proposed. 

[Mariam-W1-G2-SW] And that would be the same for all of them [smart home devices], 

wouldn’t it? So, I wonder if, you know you get spyware now [for these devices]?

[Erin-W2-SW] And some sort of like anti-spyware for it [home hub]?

[Amira-W2-SW] Mmmm [yes].

[Amira-W2-SW] Just “Alexa, run spyware scan”.

Built-in spyware detection is intended to address participants’ fears that legitimate 

smart home devices, such as an Amazon Echo, be exploited for the purposes of covert 

monitoring. Spyware detection and removal would prevent software design to covertly 

record/stream audio from running in the background, much in the same way that 

anti-virus software operates on laptops.

To summarise, this theme outlines participants’ ideas for addressing technology-enabled 

IPA through smart home devices. Participants’ ideas were twofold:

1  improved training and educational resources on technology-enabled IPA and 

privacy management;

2  improved smart home device mechanisms that prioritise interpersonal privacy 

within a household.

4.3 DISCUSSION
The codesign workshops with survivors and support workers were structured with 

two aims in mind. The first was to understand participants’ main concerns regarding 

surveillance and abuse in the context of near-future smart homes. The second was 

to engage participants in co-creating solutions to support victims of surveillance and 

abuse enabled by smart home devices.

Regarding the first aim, the scenarios that participants generated in the workshop 

show they are mainly concerned that smart home devices will be used for IPA in the 

following ways:

1  shared device usage logs can be used by perpetrators to infer information such 

as when a victim is at home or not;
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2  remote video and audio feeds that enable real-time surveillance of victims 

inside their homes;

3  remote control of smart home devices, which can be used by perpetrators as 

a tool for gaslighting, harassment, and creating fear.

Participants’ scenarios for how smart home devices can be misused for surveillance 

and abuse aimed to predict the near-future of ubiquitous smart homes, and are based 

on their real-life experiences of IPA. Although aiming to predict the misuse of smart 

home devices within a near-future context, most of participants’ scenarios reported on 

in Themes 1 and 2 are technically feasible using existing commercial devices. Examples 

include monitoring a user in the home via live security camera feeds or inferring when 

a user is in the house by the current thermostat settings. They are feasible due to 

the fact that such systems are often designed with an “idealised” family unit in mind 

(Desjardins et al., 2019), where trust between household members is assumed to be a 

given. Therefore, smart home devices tend towards a default of sharing data between 

household members and allowing for remote access/control of devices, even when 

another user is in the home. This makes them ill-suited for living situations in which 

trust between household members is not guaranteed, such as in the case of IPA. 

This work with survivors of IPA highlights the dangers of current smart home design 

operating within its existing limited scope. Designing solely for contexts in which it 

is assumed that members within a household are not concerned with interpersonal 

surveillance, renders it extremely difficult for users to safeguard their privacy when 

necessary. Inadequate privacy controls exacerbate the complexity of managing personal 

privacy, which was identified as an already overwhelming task by participants. In fact, 

an analysis of the workshops revealed that participants regarded smart home devices 

as a threat due to mainly two underlying reasons, namely 1) a lack of confidence in 

their knowledge of managing complex privacy controls, and 2) a lack of trust in support 

organisations’ ability to provide effective guidance on digital privacy. Freed at al., (2017) 

point out similar concerns in their work with survivors and support workers investigating 

current technologies such as smartphones and social media.

In this context, participants identified non-use as the most effective strategy to protect 

themselves. Even though the social and economic consequences of opting-out of 

using digital technologies were recognised, survivors still felt that the complexities of 

managing digital privacy were too many to effectively handle. Unsurprisingly, when 

asked to generate solutions to prevent smart home devices being used for abuse, 
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participants largely focussed on 1) training and guidance on digital privacy manage-

ment for survivors and professionals, as well as 2) improved interpersonal privacy 

mechanisms for smart devices.

Regarding training and guidance, participants suggested technology-specific training 

for professionals and educational workshops for victims, which would be delivered in 

collaboration with IT experts. Participants also outlined the need for digital privacy 

management resources that can be accessed outside of formal support services. These 

would take the form of short video or audio clips outlining instructions that victims could 

easily follow to accomplish specific goals, such as changing an iCloud password. In 

addition to privacy management resources, participants also co-created ideas that directly 

address the interpersonal privacy afforded by smart home devices. Participants’ ideas 

included more robust support for multi-user accounts, in which devices automatically 

identify different users and assign them personal accounts. This served the purpose 

of avoiding centralised historic usage logs from which information about users in the 

home could be inferred. Co-generated ideas also addressed real-time remote access 

and control of smart home devices. Participants proposed that all requests for remote 

access be authorised by the user inside the home, assigning higher levels of system 

permissions to users inside the home as opposed to those accessing it remotely.

The balance between the commodity and usefulness of smart home devices versus 

users’ privacy preferences has begun to be discussed in fields such as gerontech-

nology, where it was widely assumed that home technology developed to keep the 

elderly safe in their own homes would be welcomed. However, research has found 

that users’ willingness to adopt such technologies depends on many factors including 

privacy, especially who can access which data (e.g., family members) and in what 

detail (Shankar et al., 2012). Research within non-traditional households indicates that 

smart home technologies need to be designed with human agency in mind and that a 

broader set of users need to be considered in the design process. The design of smart 

home devices requires careful consideration of how technology mediates, influences, 

and contributes to human relationships.

This work aimed to engage survivors in anticipating the threats posed by the near-future 

ubiquity of smart home appliances, to inform their design with the goal of preventing 

misuse. In this context, the methods used in the workshops, which prompted partici-

pants in envisioning near-future scenarios based on their lived experience of IPA, were 

successful in identifying potential future-threats for victims of IPA. The videos served 
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the purpose of both informing participants on existing visions of what data sharing 

between intimate partners within smart homes could be, but also to contextualise 

daily living activities within a near-future paradigm. Similarly, the scenario creation 

and data mapping activities allowed participants to build on their lived experience, by 

grounding the activities around personas who are victims of IPA, whilst transporting 

those experiences to a near-future imagined scenario of smart homes. Finally, the 

ideation activity enabled participants to imagine near-future scenarios in which their 

concerns regarding smart devices are addressed.

In this sense, envisioning near-future threats can be useful to the ongoing design of 

smart device privacy and security mechanisms, by anticipating the treats such devices 

can pose within IPA contexts if their design goes unrevised. Although speculative in 

nature, it is important to keep in mind that participants created these scenarios based 

on their lived experience of IPA, or their experience of supporting victims of IPA.

IPA survivors and support workers have not been previously included in the process 

of anticipating the potential threats posed by novel technologies. Existing research on 

technology-enabled IPA has focussed on the challenges currently facing victims, such 

as social media, location services, and email, through interviews and focus groups 

(Southworth et al., 2007; Marganski and Melander, 2015; Matthews et al., 2017; Freed et 

al., 2018; Harris and Woodlock, 2018). This work extends current knowledge by bringing 

survivors and support workers into the process of 1) designing improved support for 

victims and survivors, as well as 2) contributing to a wider discussion on smart home 

interpersonal privacy. In addition, the work contributes to the codesign field by outlining a 

collaborative design process, within a highly sensitive context, alongside survivors of IPA.

4.4 ROLE OF THE PRACTICE
Within the context of the codesign workshops, the role of my practice was essentially 

three-fold:

1  as a designer, my role involved creating materials to support the workshop 

activities, which functioned as scaffolding that provided the context necessary 

for participants to engage with, discuss, and speculate on the near-future of 

smart home technologies;

2  as a facilitator and a researcher, my role included ensuring all participants had 

the opportunity to contribute and the environment was a caring and respectful 
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one, where power dynamics between me, the support workers, and survivors 

were as balanced as possible;

3  as a designer and a researcher, a process of infrastructuring the project by 

building relationships with support workers and reviewing designed workshop 

materials in collaboration was fundamental to the success of this PhD work.

In terms of points 1 and 2 above, participatory design has long been committed to the 

design of processes that promote and enable participation of multiple contributors 

and stakeholders (Robertson and Simonsen, 2012; Bardzell, 2018). The design of 

the workshops materials the activities themselves, as well as the facilitation of such 

workshops, were an integral part of my design practice within this PhD.

Furthermore, the use of visual materials to explain abstract concepts such as smart 

homes and to scaffold the workshop activities allowed participants to engage with the 

topic in a way that other purely verbal or written methods do not. A verbal or textual 

explanation of concepts such as surveillance and smart homes may not be as effective 

as telling a visual story that illustrates those concepts in concrete objects and actions. 

In the same way, the cards used in the ideation activity gave participants a series of 

physical artefacts that they could shuffle, distribute, share, and use at any point for 

inspiration and discussion. Artefacts in codesign workshops have been shown to provide 

a common ground for communication between participants, stimulate the exchange 

of opinions and perspectives, as well as mediate the creation of new ideas (Halskov 

and Dalsgaard, 2007; Andersen and Mosleh, 2020).

Finally, addressing point 3, for the workshops to be a comfortable and safe space for all 

those involved, a great deal of planning and collaboration with NGOs was necessary. 

Support workers from DVIP reviewed the workshop materials with me and we modified 

them together, intending to ensure that none of the activities would be triggering for 

survivors. Support workers also took charge of inviting participants, explaining the 

research to them, and ensuring that participants understood what to expect from the 

workshops before any contact between myself and potential participants was established. 

As referred to in Section 1.5, to build a relationship of trust and collaboration with the 

support workers, a lengthy process of infrastructuring (Björgvinsson, Ehn and Hillgren, 

2010) this PhD work through volunteering and training was necessary. Within the field 

of participatory design, and more importantly social design, I believe this process of 

infrastructuring is essential, if not part of, the design practice itself.
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4.5 CONCLUSION & NEXT STEPS
In line with the aims (1 & 3) and objectives of this PhD work (Section 1.3), during the 

codesign workshops, participants identified a series of viable threats posed by smart 

home devices, related to remote access of live feeds, remote control of devices, and 

shared device usage logs. Underlying many of these concerns was participants’ lack 

of confidence in their own knowledge of digital privacy management, as well as the 

fact that support services are not equipped to deal with technology-enabled abuse. 

The complexity of managing privacy settings across smart home devices, in addition 

to participants already existing personal devices, was seen as overwhelming and 

generally unachievable with their current levels of privacy management knowledge.

Accordingly, the idea that was most widely discussed, by participants in the workshops, 

was that of creating digital privacy and security training and guidance for survivors and 

professionals. Based on this finding, and working alongside Refuge, we collaboratively 

decided to prototype a chatbot that responds to victims’ queries regarding digital privacy 

and security mechanisms. A chatbot was selected for several reasons:

 ċ It is available 24 hours a day, seven days a week, meaning that survivors can 

access it whenever they need to;

 ċ It can deliver responses in the form of short videos with visually illustrated 

instructions that victims can follow on their own devices;

 ċ Content can be easily extended to several languages.

In this way, the codesign workshops responded to the aims and objectives of this 

work by:

 ċ Presenting a series of workshop materials and activities appropriate for working 

alongside survivors of DA;

 ċ Evidencing that codesign can be an effective method for creating “solutions” 

alongside survivors and support workers.

The next chapter discusses the chatbot in further detail, including design, technical 

specifications, features, development, and testing.
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5  
 
CO-DEVELOPMENT: 
CHATBOT CONCEPT, 
DESIGN & 
IMPLEMENTATION
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This chapter begins by describing the process of developing a chatbot in collabora-

tion with Refuge, as a response to the findings from the interviews (Chapter 3) and 

codesign workshops (Chapter 4) with survivors and support workers. The chapter then 

progresses onto the design and technical implementation of the chatbot, followed by 

a discussion of the co-development process. The aims of this chapter are to recount:

 ċ the process of developing the concept, which led to a chatbot, in response to 

the themes that emerged from the codesign workshops;

 ċ the design and technical development of the chatbot and its content (the 

instructional videos);

 ċ the process of transferring co-ownership of the chatbot from me, as a designer, 

to ownership by the community.

Chatbots, also known as conversational agents, are programs designed to simulate 

human conversation via text between a human and an artificial agent (Janarthanam, 

2017, p. 8; Batish, 2018, p. 3). The chatbot described in this chapter was designed to 

assist victims/survivors in managing their digital privacy settings across social media 

(Facebook, Instagram, Snapchat, and Twitter), Whatsapp, Google Maps, and Apple ID. 

The bot presents a series of initial options to users, such as Location Settings, Social 

Media, Whatsapp, and then allows users to drill down to more specific information 

needs, such as how to block another user on Facebook. Once the user has identified 

the specific piece of information they require, the chatbot responds with an animated 

video containing instructions on how to modify those specific settings or perform a 

particular task (Fig. 14).



132

The chatbot, at the time of writing this thesis, is hosted on Refuge’s website1. Refuge is 

one of the largest charities in the UK providing support and emergency accommodation 

for victims and survivors of DA (Refuge, 2017). Therefore, Refuge is well-positioned 

to take ownership of the output of the codesign process, to deploy it in a real-world 

setting, and to assume the ongoing responsibilities of maintenance and updates 

beyond the lifespan of this PhD. Refuge, as a community partner in the codesign, has 

taken full ownership of the chatbot and launched it alongside its new helpline website 

in December 2019. The chatbot will be referred to, hereinafter, as either the Bot or the 

Refuge Bot.

Fig. 14. Refuge Bot displaying an instructional video on how to block another Facebook user on an iPhone.

In terms of process, this last phase of codesign with Refuge progressed according to 4 

main stages during the course of 10 months. Stage 1 involved collaboratively developing 

and refining a design concept based on the findings from the codesign workshops and 

interviews. In stage 2, the concept was implemented and then collaboratively evaluated 

in stage 3 (Chapter 6). Finally, in stage 4, Refuge took ownership of the codesign output 

and released the chatbot to the public.

Below, a description of the chatbot co-development with Refuge is followed by further 

detail on 1) the technical development platform, 2) the chatbot content and voice, 3) 

the chatbot design & information architecture, and finally, 4) the process by which 

1 https://dev.refuge.org.uk/our-work/forms-of-violence-and-abuse/tech-abuse-2/

https://dev.refuge.org.uk/our-work/forms-of-violence-and-abuse/tech-abuse-2/
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Refuge has assumed ownership of the chatbot for deployment on their website. The 

chapter closes with a discussion, future work, and conclusions.

Fig. 15. Refuge Bot’s development lifecycle imposed on the double diamond methodology

5.1 CONCEPT CO-DEVELOPMENT
Once an analysis of the findings from the interviews, forum data, and co-design 

workshops had been performed, and to progress the process of codesign, I sought to 

engage with Refuge as a community partner in the co-development phase. Refuge’s 

position as one of the biggest UK charities support victims of DA means that — as a 

result of a partnership between this research and Refuge — the output of the codesign 

process would have the potential to reach a wide range of victims and survivors in 

the UK. Furthermore, Refuge collaborates internationally with the National Network 

to End Domestic Violence (NNEDV), who are based in the US and have published a 

considerable amount of guidance for victims on technology-facilitated IPA (NNEDV, 

2019). For these reasons, I identified Refuge as a potential further collaborator for the 

final stages of the codesign process. Although my previous collaborations had been 

with DVIP, VS, Norfolk local authority, and Changing Pathways, these institutions 

are smaller and, as highlighted by themselves, too constrained in terms of staff, time, 

and budget to take ownership of a codesigned output. For these reasons, a novel 
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partnership was sought and established with the consent of all those involved. It was 

through the contacts at NNEDV that an initial meeting with Refuge was arranged. The 

initial meeting aimed to:

 ċ Discuss the findings from the interviews (Section 3.7) and workshops (Section 

4.3), particularly participants’ needs and ideas for solutions;

 ċ Discuss whether there was an interest in progressing the codesign in collaboration 

with Refuge’s management, support workers, and survivors;

 ċ Discuss which of the themes/ideas (Section 4.3) should be progressed further 

and how this process would be shared collaboratively;

 ċ Discuss future ownership and maintenance of the output.

During the meeting, Refuge expressed great interest in developing staff and survivors’ 

knowledge regarding digital privacy and security. Refuge was specifically interested in 

empowering support workers and victims to manage digital privacy more effectively, 

which aligns with Theme 5 — Digital Privacy Training and Educational Resources — from 

the workshops (Section 4.3). Theme 5 outlines survivors’ ideas for developing learning 

materials and training on digital privacy management. In this context, Theme 5 emerged 

as the theme that would be addressed in this final stage of codesign.

As the workshop ideas and Theme 5 were refined with Refuge staff, throughout this 

co-development phase, the concept of a chatbot was put forward as a means of de-

livering knowledge to victims/survivors on digital privacy management. The idea of a 

chatbot was based on the notion that, as an automated system, it would be capable of 

delivering information without further constraining support workers’ time, whilst being 

accessible from anywhere at any time. The chatbot would deliver instructional videos 

showing victims how to manage their privacy settings on several platforms across 

Android and iOS. As part of the action-points resulting from the meetings with Refuge, 

I was tasked with developing the concept further and investigating the feasibility of 

building a chatbot within the PhD’s timelines. The Head of Operations at Refuge was 

responsible for discussing the concept with frontline workers and survivors, in order 

to gather their opinions and reflect on the appropriateness of the concept.

To gather survivors’ opinions and thoughts regarding the idea of a chatbot, Refuge 

frontline staff conducted interviews with 8 survivors and focus groups with 30 survivors 

living in Refuge shelters (see report in Appendix E). In the findings report, the conclusion 
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states that “[t]he survivors consulted overwhelmingly felt that it was a good idea for 

Refuge to add a chatbot to their website”. The report also shows that survivors felt it 

was important that the chatbot was only used to deliver technical support and did not 

replace face-to-face interaction with support workers on matters such as emotional 

support and safety planning. Participants also appreciated the chatbot as a “silent” 

form of technical support when they need it the most and when a support worker is 

not available. Additionally, survivors highlighted that:

 ċ visual instructions, rather than complex text-based instructions, would be most 

useful for a topic such as digital privacy management;

 ċ the chatbot needs to be accessible on mobile devices as these are often the 

technology that survivors have access to;

 ċ the chatbot should include information on how to contact a human support 

worker in case the survivor/victim wishes to do so.

Based on the findings from Refuge’s interviews and focus groups with survivors, over 

the following weeks, several meetings were conducted to develop the chatbot concept 

collaboratively alongside Refuge. The meetings included Refuge’s Head of Operations, 

frontline support workers, staff from the communications and media team, and me. A 

final concept was agreed upon which can be described as:

A chatbot on Refuge’s website that provides technical support to victims/survivors 

seeking information on digital privacy & security. The chatbot does not aim to 

replace interaction with support workers on matters such as safety planning and 

emotional support but, rather, to provide easily accessible technical guidance. The 

chatbot will deliver information via animated instructional step-by-step videos. 

Videos will address digital privacy and security on common social media apps, 

location services, and instant messaging (IM) apps, across iOS and Android.

Lastly, the chatbot does not at this point include information on managing digital privacy 

on smart home devices. In collaboration with Refuge, it was decided that releasing 

such information to the public may be premature as perpetrators could learn from the 

content intended to support victims. Refuge have planned to update the chatbot with 

information on different smart home devices as the need increases and becomes more 

mainstream. The architecture of the chatbot (see Section 5.3) is flexible and easily 

extendable to include novel content around as many topics as necessary, which renders 

it adaptable to novel survivor needs that Refuge may uncover over time.
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Fig. 16. Initial mockup of the concept

5.1.1 THE USE OF CHATBOTS IN SENSITIVE CONTEXTS
The concept of the chatbot was also informed by the existing use of chatbots within 

sensitive contexts, such as mental health support, medical triage, and reporting sexual 

harassment (Fitzpatrick, Darcy and Vierhile, 2017; Babylon, 2019; Spot, 2019). It has 

been argued that chatbots, or text-based conversational agents, have the potential 

to democratise access to information and services by being readily and remotely 

available from anywhere on common devices and platforms (Følstad et al., 2018). 

In this way, chatbots can provide instant and anonymous access to information 

from wherever the user is located, making services more accessible, available, and 

affordable (Cameron et al., 2018). Furthermore, the anonymous nature of chatbots is 

thought to be an advantage in certain contexts, as previous studies have found that 

users are often more comfortable seeking sensitive information through a chatbot 

rather than in conversation with a real human (Mindshare, 2016). In fact, chatbots 

are being deployed within mental health contexts because they are a means through 

which instant, anonymous, and always-available support can be delivered (Cameron 

et al., 2017). For example, the cognitive behavioural therapy chatbot called Woebot 

was found to be effective in reducing symptoms of depression and anxiety amongst 

college students (Fitzpatrick, Darcy and Vierhile, 2017). Babylon Healthcheck is pro-

viding medical triage (Babylon, 2019), and Florence offers mental health-promoting 

behaviour change (PACT Care BV, 2019).
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Similarly, chatbots are being explored by several organisations as a means to support 

victims of DA. For example, Jael.ai aims to coordinate care for victims attempting to 

flee an abusive relationship by organising a refuge and taxi to pick victims up from 

their homes (Axiom88, 2016). Hello Cass provides information on locally available DA 

services, safety planning, and the legal system (Good Hood, 2019). rAInbow provides 

information on signs of abuse in a relationship and shares personalised DA-related 

stories with the aim of helping those going through abuse (AI for Good, 2018). As with 

Refuge Bot, these bots aim to provide information and very specific practical support 

(e.g., booking a taxi) rather than replace the emotional support and advice offered by 

professional support workers, acknowledging the limitations of artificial intelligence’s 

capabilities to react appropriately and sensitively to victims’ emotional support needs. 

Although chatbots cannot understand the nuances of users’ life history and current 

circumstances, and therefore are inadequate to replace face-to-face interactions 

with trained professionals, they are an effective mechanism for delivering information 

(Kretzschmar et al., 2019).

All of the above examples can be seen as chatbots developed for a social purpose, from 

health screening to mental health, and DA. Følstad et al. (2018) propose classifying 

chatbots for social good according to three categories 1) chatbots for autonomy, 2) 

chatbots for competence, and 3) chatbots for social relatedness. The second category 

— chatbots for competence — is the one in which the Refuge Bot sits. Chatbots for 

competence are defined as those that provide users with the support and materials 

needed to develop a particular skill or competency (Følstad et al., 2018). In this case, 

the Refuge Bot offers victims/survivors streamlined access to a series of videos 

on how to manage their digital privacy settings across social media platforms, IM 

apps, and other location-based services on both Android and iPhone. Furthermore, 

the Refuge Bot provides support in cases when the Refuge run National Domestic 

Violence Helpline may be unavailable or too busy. It releases support workers’ time 

with clients for safety planning and other practical support beyond digital privacy 

concerns. What is more, as highlighted in Refuge’s findings from the focus groups 

and interviews with survivors, step-by-step instructional videos may be a more 

effective and easier-to-understand form of delivering such content, as opposed to 

verbal instructions delivered over the phone. In this manner, the Refuge Bot is seen 

as supporting a number of advantages:

 ċ instant and always available information that victims/survivors can access 

remotely and in an autonomous manner;
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 ċ information delivery in a format that is more adequate to the nature of the 

content and, therefore, eases comprehension;

 ċ releasing helpline and support workers’ time to focus on other aspects of 

service delivery;

 ċ empowering victims/survivors with resources outside of formal support delivery.

The following sections will now describe the design of the Refuge Bot and its technical 

development in more detail.

5.2 CONVERSATIONAL DESIGN
An integral part of conversational agents is their tone-of-voice or personality (Shevat, 

2017, p. 40). Shevat (ibid.) argues that a chatbot’s personality should be aligned with 

its purpose as well as be context-appropriate and sensitive to users’ needs. Sensitivity 

and appropriateness to context are especially relevant for a bot designed to interact 

with survivors of domestic abuse, where the correct tone-of-voice and messaging are 

essential to ensure a safe and sensitive interaction.

Moore at al. (2018) describe three basic conversation design principles. The first, 

Recipient Design, states that conversation should be tailored to match users’ level of 

understanding. The second, Minimization, means that interaction should be kept as 

short and simple as possible. Finally, Repair states that the bot should be capable of 

recovering from failures. The bot developed as part of this PhD work addresses these 

three principles in the following ways:

 ċ Recipient Design. Technical language and jargon related to digital privacy have 

been removed, wherever possible. The bots’ messaging and use of language was 

informed by my experience of the interviews and workshops with survivors, as 

well as by existing literature on conversational design (Moore and Arar, 2018). 

Language was then evaluated in the co-evaluation with survivors and, finally, 

Refuge staff performed a last revision of the language before the launch (see 

Chapter 6).

 ċ Minimization. The bot’s content structure is limited to three levels of navigation 

and users are presented with available options at opportune moments during 

the interaction. Firstly, a simple navigation structure reduces the level of effort 

required for users to construct an accurate mental model of the bot’s content 
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architecture. The navigation was co-evaluated and further refined in the evaluation 

process (Chapter 6). Secondly, presenting available options removes the need 

for users to guess what the bot is capable of providing information about.

 ċ Repair. The bot allows users to correct input by either navigating back to the 

main menu or restarting the conversation.

Finally, regarding tone-of-voice, the name of the bot — Refuge Bot — was chosen for 

two reasons. Firstly, it clearly communicates that users are interacting with an auto-

mated conversational agent and not a human. Secondly, by giving the bot the name 

of the charity, we are not attempting to anthropomorphise it in any way. This was done 

to clearly communicate that the bot is automated and available to answer technical 

questions, rather than provide emotional or other practical support that is expected to 

be delivered by a human.

5.3  INTERACTION DESIGN & 
INFORMATION ARCHITECTURE
The design of chatbots marks a transition, for designers, from designing visual layouts 

and user-interactions to designing conversations between automated text-based 

conversational agents and users (Følstad and Brandtzæg, 2017). The Nielsen Norman 

Group (NNG) classifies chatbots according to two categories: 1) customer-service 

chatbots, and 2) interaction bots (Budiu, 2018). Interaction bots are those that provide 

an additional channel of interaction for users, beyond customer service. The Refuge 

chatbot is, therefore, an interaction chatbot as it provides an additional channel for 

accessing digital privacy management content on the Refuge website. What the Bot 

does is it essentially performs ‘navigational triage’ by enabling survivors to locate the 

digital privacy management content they are seeking in a guided manner.

The Bot leverages pre-determined responses, in the form of buttons (Fig. 18) to assist 

users in locating information. The pre-determined categories (Fig. 17) provide users 

with an overview of the content offered by the chatbot, which can be especially useful 

for first-time users who do not already know what to expect nor what the chatbot can 

be used for. Thus, the structure of the chatbot can be described as a linear flow, which 

has been designed to guide the user through a limited number of tasks. The overall 

structure is a decision tree with suggested responses, at specific points in the tree, 

which determine routing to subsequent conversational nodes. Or in other words, the 
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bot asks a question and then users’ answers serve as a trigger to advance the bot on 

the correct branch of the flow (Budiu, 2018). For example, if a survivor was using the 

bot to find a video with instructions on how to turn off location services for Snapchat 

on an iPhone, the linear flow would be:

Hello

FacebookInstagram Snapchat Twitter

iCloud & Apple ID WhatsAppSocial MediaLocation settings

Change password? Block someone? Who sees my posts? Turn off location?

Fig. 17. Conversation journey leading to an instructional video on how to disable Snapchat’s use of location

The following subsections describe the chatbot’s onboarding process and information 

architecture design in more detail.

5.3.1 ONBOARDING
Onboarding is the term used to refer to the first interaction users see from a chatbot 

(Shevat, 2017, p. 80). During onboarding, the bot should make its purpose and func-

tionality clear to users (ibid.). Regarding Refuge Bot, users’ interaction begins with the 

following automated message and question:

Hello! I’m not a real human but I was created to help you to use your smartphone safely. 

If you’re worried someone might be monitoring your mobile, I can help you change 

your settings to stay safer. 

I can help you secure your location on your phone, change your settings for social 

media (Facebook, Instagram, Snapchat, and Twitter), WhatsApp, and guide you through 

some other safety options on your iPhone and Android phone. 
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If you’re in danger and need to speak with a person, please call 999 or our Freephone 

National Domestic Abuse Helpline on 0808 2000 247. 

Otherwise, please select one of the options below.

Fig. 18. Refuge Bot’s onboarding message and buttons

In conversation with Refuge, we felt it was important for the bot to make it clear that 

users would not be interacting with a human agent from the outset. This is consistent 

with NNG’s findings from a user-evaluation of interaction chatbots (Budiu, 2018). 

Therefore, the bot discloses its automated nature in the greeting statement, followed 

by the National Domestic Violence Helpline phone number in case users need to 

speak with a human.

If users chose to continue interacting with the bot, they can select one of four initial 

options: 1) Location settings, 2) Social Media, 3) Apple ID & iCloud, and 4) WhatsApp (Fig. 

18). These four options immediately give users an overall idea of the capabilities of the 

bot and what kind of support is on offer, making the core functionality of the bot clear.

Once users have made an initial selection, the onboarding process is complete. As 

previously mentioned, the bot then adopts a decision tree structure, which is described 

in further detail below.



142

5.3.2  INFORMATION ARCHITECTURE DESIGN
The conversation has been designed to be a task-led conversation, or in other words, 

the conversation has been designed to help users complete the task of finding the 

digital privacy information they are looking for. Take as an example a user who is 

seeking a video related to location sharing on the Find My Friends app. Given that the 

chatbot currently hosts 33 videos, displaying all available videos in a list would not be 

the most effective way of enabling users to locate the information they are seeking. For 

this reason, content was grouped into categories and sub-categories that correspond 

to the menus and sub-menus displayed by the chatbot. Users work their way through 

the content by making choices when each menu or sub-menu is presented to them, 

at different points in the conversation with Refuge Bot.

The initial options presented to users, or in other words the top-level navigation (Fig. 

19), outline all topics covered by the chatbot. Initially, it had been agreed with Refuge 

that the Chabot would cover 1) location services, 2) social media, and 3) iCloud & Apple 

ID. However, during the co-evaluation of the chatbot (see Chapter 6) it became clear 

that support for WhatsApp was also needed and was, therefore, added to the top-level 

navigation at a later stage. Currently, the top-level menu contains four categories (Fig. 

18). Once a user has selected a top-level menu item, the chatbot then prompts them to 

choose whether they have an Android phone or an iPhone. As seen in Fig. 19, once a 

user has selected either iPhone or Android, the rest of their path is customised to that 

particular mobile operating system (OS) and they do not need to reselect their type of 

phone again. This is aligned with existing heuristics on chatbot design, which advise 

that bots be capable of remembering user-input, rather than asking users to re-enter 

the same information more than once (Shevat, 2017, pp. 52–54).

Location settings

iPhone Android iPhone Android iPhone iPhone Android

Social Media iCloud & Apple ID WhatsApp

Hello

Fig. 19. Top-level menu structure and mobile OS selection
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Each of the 4 top-level menu items — Location Settings, Social Media, iCloud & Apple 

ID, and WhatsApp — will now be expanded upon, in turn, below.

LOCATION SETTINGS
As seen in Chapter 4, one of victims’ main concerns related to technology-facilitated 

IPA was location settings. Therefore, the first menu-item is Location Settings and all 

videos related to managing an application’s access to location data are hosted within 

the Location Settings top-level menu item (Fig. 20). This includes social media apps, 

even though there is overlap between these and some of the videos listed under the 

Social Media menu item. The decision to have videos about location services hosted 

under more than one top-level menu item was made during the co-evaluation sessions 

(please see Section 6.4 for further detail), to make information as readily accessible 

as possible by replicating users’ mental models of where the information should be 

located. In this manner, a user can, for example, find a video on how to disable location 

sharing for Instagram both under Location Settings or under Social Media. Fig. 20 

below outlines the content available under the Location Settings top-level menu item.

Find my Friends Find my iPhone Family Sharing Facebook Instagram Snapchat Twitter Google Maps WhatsApp

iCloud & Apple ID WhatsAppSocial MediaLocation settings

Hello

Fig. 20. Example of a second-level menu structure

Each second-level item, as seen in Fig. 20, leads to an instructional video. A complete 

list of videos found under Location Settings is as follows:

 ċ Facebook location settings (iPhone and Android);

 ċ Snapchat location settings (iPhone and Android);

 ċ Twitter location settings (iPhone and Android);

 ċ Instagram location settings (iPhone and Android);

 ċ WhatsApp location settings (iPhone and Android);
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 ċ Google Maps location settings (iPhone and Android);

 ċ Find my iPhone (iPhone only);

 ċ Find my Friends (iPhone only);

 ċ Family Sharing (iPhone only).

SOCIAL MEDIA
Unlike the Location Settings top-level menu, the Social Media menu contains a sec-

ond-level menu (Fig. 21), which holds the following subcategories: 1) Instagram, 2) 

Facebook, 3) Snapchat, and 4) Twitter.

FacebookInstagram Snapchat Twitter

iCloud & Apple ID WhatsAppSocial MediaLocation settings

Fig. 21. Second-level Social Media menu

Each of the second-level menu items then offers third-level options that the user must 

select from, such as 1) reviewing users logged into an account, 2) managing post 

privacy, 3) changing passwords, 4) blocking another user, and 5) managing location 

permissions, depending on the particular features offered by each social media platform. 

For example, only Facebook allows users to review all devices that are logged into an 

account, therefore, the Facebook submenu has specific options that are different from, 

for example, Instagram. All the third-level menu options lead directly to a single video 

each, with the complete list being:

 ċ Review logged-in devices on Facebook (iPhone and Android);

 ċ Review Facebook post privacy settings (iPhone and Android);

 ċ Change a Facebook password (iPhone and Android);

 ċ Block someone on Facebook (iPhone and Android);

 ċ Facebook location settings (iPhone and Android);
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 ċ Review Instagram post privacy settings (iPhone and Android);

 ċ Change an Instagram password (iPhone and Android);

 ċ Block someone on Instagram (iPhone and Android);

 ċ Instagram location settings (iPhone and Android);

 ċ Review Snapchat post privacy settings (iPhone and Android);

 ċ Change a Snapchat password (iPhone and Android);

 ċ Block someone on Snapchat (iPhone and Android);

 ċ Snapchat location settings (iPhone and Android);

 ċ Review Twitter post privacy settings (iPhone and Android);

 ċ Change a Twitter password (iPhone and Android);

 ċ Block someone on Twitter (iPhone and Android);

 ċ Twitter location settings (iPhone and Android).

Facebook

Who’s logged in? Change password? Block someone? Who sees my posts? Turn off location?

InstagramSnapchat Twitter

Fig. 22. Third-level Facebook menu

APPLE ID & ICLOUD
The Apple ID & iCloud menu item (Fig. 23) only appears within the iPhone journey and 

contains videos on 1) reviewing which devices are logged in to an Apple ID account, 

2) changing an Apple ID password, 3) and managing location sharing within Apple’s 

Family Sharing feature. This top-level menu item is only available on the iPhone jour-

ney, as Apple ID and iCloud are exclusive to the Apple ecosystem. Android does not 

offer a direct or commonly used equivalent, therefore, the Android journey has only 3 

top-level menu items.



146

iCloud & Apple ID WhatsAppSocial MediaLocation settings

Who’s got access? Change my password? Family Sharing?

Fig. 23. Second-level Apple ID & iCloud menu

The complete list of videos in Apple ID & iCloud is:

 ċ Review devices logged into an Apple ID account;

 ċ Change and Apple ID password;

 ċ Review location settings on Family Sharing.

WHATSAPP
Finally, the WhatsApp menu item contains all videos related to managing privacy on 

WhatsApp. Each of the second-level items seen in Fig. 24 leads directly to an instructional 

video. The WhatsApp menu item is available for both the iOS and Android journeys.

Block someone?Online status? 2-step verification?

iCloud & Apple ID WhatsAppSocial MediaLocation settings

Fig. 24. Second-level WhatsApp menu

A complete list of WhatsApp videos is:

 ċ Block someone on WhatsApp (iPhone and Android);

 ċ WhatsApp location settings (iPhone and Android);

 ċ Enable two-step verification on WhatsApp (iPhone and Android);

 ċ Review online status settings on WhatsApp (iPhone and Android).
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Fig. 25.  Refuge Bot displaying the main menu after each video

Finally, after each video, the top-level menu is again displayed to users (Fig. 25). Initially, 

the bot had been designed to display contextual second-level menus after each video, 

related to the category of that particular section. For example, if a user had just watched 

a video on how to change an Instagram password, the second-level Instagram menu 

would be presented after the video. However, this structure was found to be inadequate 

to participants’ mental models of the menu system during the co-evaluation sessions. 

Participants found the bot easier to use when the top-level menu was presented after 

each video, rather than second-level contextual menus (see Section 6.4 for further detail).

5.3.3  INSTRUCTIONAL ANIMATED VIDEOS
The videos all follow the same structure and layout. The layout displays a mobile 

device — iPhone or Samsung — on the left of the screen and textual instructions on 

the right (Fig. 26). The videos were recorded as screen captures on mobile devices and 

then placed within the mockup image of an iPhone or Samsung device. The textual 

instructions include location cues, such as “select the arrow at the top-left corner to 

go back”, as well as references to shape (e.g., “cogwheel icon”), which are intended to 

assist users in finding the correct UI controls as easily as possible. Each instruction 

remains onscreen for a minimum of 10 seconds and is extended for tasks that are more 

time-consuming (e.g., typing in an email address). The timing of the instructions was 

evaluated and adjusted according to participants’ needs during the co-evaluation. 
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Similarly, instructions were adjusted and refined throughout the evaluation, leading to 

more detailed descriptions of the UI controls and their onscreen positioning (Section 6.4).

Also, the videos include a visual indicator (Fig. 26) that highlights the correct onscreen 

UI control. The visual indicator “pulses” three times to attract users’ attention, before 

disappearing. Initially, the indicators faded-in, remained onscreen for 2 seconds, then 

faded-out. However, in the initial phase of co-evaluation, participants did not notice 

the visual indicators (see Section 6.4). Therefore, the indicators were doubled in size 

and a “pulse” was added. The redesigned indicators proved to be more effective in 

capturing users’ attention during subsequent co-evaluation sessions. Finally, all videos 

close with the following message:

If you have other tech-related queries, you can find more resources in the “Our Services” 

section of the website.

5.4 TECHNICAL DEVELOPMENT
This section briefly describes the technical implementation of the chatbot, from the 

choice of a development platform to technical aspects of creating the videos.

5.4.1 DEVELOPMENT PLATFORM
The bot was created using a cloud-based developer platform called Snatchbot2. 

Developer platforms facilitate the creation of chatbots by simplifying the processes of 

sketching dialogue flows, providing machine learning capabilities, and API integrations, 

which allow for the more rapid creation of minimal viable products (MVPs). The Snatchbot 

platform also hosts chatbots developed using its platform and provides deployment 

functionality across web and instant messaging channels. In this context, Snatchbot 

was selected as the platform of choice to create the MVP for several reasons:

 ċ Snatchbot is community-built and -maintained, as opposed to other prominent 

chatbot developed platforms such as Dialogflow (Google, 2019) and Watson 

Assistant (IBM, 2018), which are owned by Google and IBM respectively.

 ċ Furthermore, contrary to Snatchbot, platforms such as Dialogflow and Watson 

Assistant do not provide a pricing plan for charities, nor are they free to use. 

Snatchbot is freeware and will, therefore, incur no building costs to the community 

partner;

2 https://snatchbot.me/

https://snatchbot.me/
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 ċ Snatchbot hosts chatbots on its servers free-of-charge, eliminating hosting 

costs for the community partner.

 ċ Snatchbot regularly updates and maintains its platform to ensure ongoing 

functioning with OS updates, minimising the need for ongoing technical 

maintenance for the community partner.

  

Fig. 26. Example video and onscreen UI controls indicator

Finally, it is important to note that further work carried out to improve the bot’s ac-

cessibility may require that the bot be rebuilt without the use of a platform such as 

Snatchbot. Although Snatchbot facilitated the creation of a proof-of-concept and MVP, 

the nature of the platform does impose limitations on the structure and presentation of 

the bot, which could impact overall accessibility in certain ways. Namely, the structure 

of Snatchbot imposes constraints on what can be done to create custom keyboard 

navigation for screenreader users.

5.4.2 VIDEO CREATION
Videos were captured as screen recordings on an iPhone or an Android device. They 

were then imported into Adobe After Effects, which was the tool used to create all of the 
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animated videos. All user accounts (e.g, Facebook, Apple ID) seen in the videos were 

created for a fictional user called Caroline Mathews, to avoid divulging real account 

details online. Finally, the videos are hosted on Refuge’s YouTube account, where the 

chatbot can access them for embedding.

5.4.3 OWNERSHIP, DEPLOYMENT, AND MAINTENANCE
As a designer, I performed all the technical development of the chatbot and maintained 

ownership of all accounts — Snatchbot and YouTube — during this period. Towards the 

end of the first development iteration, and prior to the co-evaluation, Refuge’s main 

IT collaborator was granted access to the chatbot’s backend. Access was granted in 

order to collaborate on transferring ownership of the chatbot to Refuge. At the time of 

writing, Refuge has full access to the Snatchbot and all videos hosted online. Similarly, 

all After Effects files and original screen capture videos have been transferred to Refuge. 

This effectively enables Refuge to maintain, modify, and update the bot as they see fit.

5.5 DISCUSSION & FUTURE WORK
This chapter has described the process of developing the artefact — Refuge Bot — 

that resulted from the codesign process with DA survivors and support workers. The 

following sections will now offer a discussion on 1) plans for the future development of 

Refuge Bot, followed by 2) matters of ownership, agency, and collaboration throughout 

the co-development of the chatbot.

5.5.1 COMMUNITY OWNERSHIP & FUTURE WORK
At the time of writing, Refuge has taken ownership of the chatbot and have launched it 

on their public website3. Given that Refuge is one of the largest UK charities providing 

support to victims of DA, the chatbot is now available and accessible to survivors all 

across the UK who may be seeking assistance and information from Refuge and online. 

It is this goal of reaching victims, no matter where they are, that drives Refuge’s plans 

to continue developing the chatbot. Refuge intend to extend the chatbot in a number 

of ways, to improve its accessibility for a wider range of victims/survivors. Initial plans 

for improved accessibility include, for example:

 ċ translating the bot and videos into other languages beyond English;

 ċ adding voice-over to the videos for users with low vision.

3 https://www.refuge.org.uk/

https://www.refuge.org.uk/
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In order to do so, Refuge intends to secure funding that will enable them to collaborate 

with the technical partners necessary to implement these accessibility features. As in 

many participatory design projects, once the research ends and the researcher leaves, 

a gap in technical knowledge is created (Clement and Besselaar, 1993; Kensing and 

Blomberg, 1998; DiSalvo and Pipek, 2013; Taylor et al., 2013). Such gaps in technical 

know-how can mean that the community either needs to upskill their members or 

collaborate with new partners to continue the work that was initiated by the researcher. 

In Refuge’s case, they have planned to apply for the funding necessary to create 

collaborations with new technical partners, to continue the accessibility work.

Refuge’s plans for improving the first iteration of the chatbot demonstrate a sense of 

ownership and desire to continue the collaborative work that began with this PhD. 

The exact form that such future work will adopt is still unclear, however, it is important 

to note that during the collaboration, one of Refuge’s Tech Champions4 shadowed 

me with the aim of developing the facilitation skills necessary to the co-creation and 

co-evaluation (Chapter 6). In fact, after a few sessions, the Tech Champion began to 

actively participate in facilitation and eventually took the lead on two sessions with 

survivors who did not speak English (see Section 6.2.1). Refuge’s aim in developing 

codesign facilitation skills in-house was performed with the knowledge that the PhD 

would come to an end and that it therefore needed to seize the collaboration as an 

opportunity for knowledge exchange and upskill its Tech Champions. Such an exchange 

of skills and knowledge between designers/researchers and community participants 

has long been one of the goals of participatory design (Robertson and Simonsen, 2012), 

as it facilitates the continuation of codesign processes once the designer/researcher 

leaves the community. This intentional collaboration in skill-sharing leads us onto the 

discussion below regarding participation, ownership, and agency within the process 

of co-developing the chatbot.

5.5.2 OWNERSHIP, AGENCY, AND COLLABORATION
Despite Refuge’s current ownership of the Bot, it could be argued that survivors were 

not involved in the co-development of the chatbot to the same extent as Refuge staff. 

As seen in this chapter, the main actors involved in shaping the final concept were 

Refuge staff and me, as a designer, despite this shaping process being informed by 1) 

findings from the workshops with survivors (Section 4.3), as well as 2) the interviews 

and focus groups with survivors aimed as discussing the chatbot concept (Section 5.1 

and Appendix E).

4 Tech Champions are Refuge staff that have been trained to support and respond to high level technology-facilitated domestic abuse cases.
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The closer collaboration with support workers took place mainly due to the complex 

nature of recruiting survivors of IPA who could be involved in co-developing the Bot. The 

co-development phase involved multiple sessions in rapid succession of one another, 

required continuity of participants, and overall project knowledge between sessions. 

Limitations on my capacity to maintain the high degrees of collaboration necessary to 

a co-development phase happened for several reasons. Firstly, the process of recruiting 

survivors is a lengthy one, which throughout this PhD often took as long as 6 months 

for the interviews (Chapter 3) and a further 8 months for the workshops (Chapter 4). 

Secondly, the complex life situations in which survivors are placed when rebuilding 

their lives, post-separation from abusers, often means that survivors do not have the 

time, nor the availability, to participate in multiple consecutive codesign sessions. 

In fact, it could be argued that the time investment necessary to fully participate 

in codesign may not always be in survivors’ best interest, as they have many more 

life-impacting situations (e.g., housing, finances, childcare) in which to invest time and 

effort. In this context, the feasibility of recruiting survivors for multiple iterative concept 

co-development sessions was severely limited. Albeit, survivors were consulted by 

Refuge on the concept of the chatbot and contributed with important feedback and 

ideas that shaped the chatbot (Section 5.1). Survivors were also fully involved in the 

co-evaluation of the Bot and iterative refinements that took place as a consequence 

of the evaluation (see Chapter 6).

Extents and forms of participation in codesign necessarily vary according to context, 

community and non-community participants, timeframes, and costs of participation, 

amongst other factors (Byrne and Alexander, 2006; Robertson and Wagner, 2013). In 

an attempt to clarify extents of participation in codesign, Mattelmäki and Visser (2011, 

p. 2) draw attention to the fact that participants can assume many roles throughout the 

collaborative process, such as being an “information provider, a creative mind, an evaluator 

of new ideas, etc.” and that those roles are not solely restricted to solution ideation. In this 

context, and although participants were not extensively involved in shaping the concept 

of the chatbot, they were central in the processes of understanding the problem space 

(Chapter 3), shaping the design brief (Chapter 4), and evaluating the chatbot (Chapter 

6) through the interviews, codesign workshops, and co-evaluation sessions respectively.

In fact, throughout this work, stakeholder groups have been involved to varying extents 

at different stages of the process. During the interviews, I mainly collaborated with 

survivors and frontline staff from DVIP, VS, and Domestic Shelters. For the workshops, 

the codesign mainly unfolded alongside survivors and staff from Changing Pathways, 
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DVIP, and Respect. During the co-development of the chatbot, it was mainly Refuge 

management and frontline staff that shaped the evolution of the concept, whilst direct 

collaboration with survivors was less intensive. The nature of the interviews and work-

shops, which could be spaced apart in time and did not require continuity of people or 

content from one session to the next, rendered them more suitable to the participation 

needs of survivors. On the other hand, as previously mentioned, the rapid and iterative 

nature of co-developing a concept and the ensuing technical implementation meant 

that codesign sessions took place in rapid succession of one another (e.g., weekly) 

and required many of the same participants, as well as continuity in participants’ 

knowledge of the content being discussed, from one session to the next. Such levels 

of required participation meant that Refuge and I were unable to recruit survivors who 

were able to engage. For these reasons, the focus and interviews with 48 survivors 

were arranged and conducted by Refuge outside of the co-development sessions. 

What is more, to run the interviews and focus groups within a timeframe suitable to 

the co-development, Refuge — rather than I — led the sessions, limiting the need to 

go through formal university recruitment processes. In this manner, Refuge and I were 

able to bring survivors’ voices into the co-development whilst managing constrained 

timelines and resources inherent to the PhD research.

In fact, a necessary shift in the dynamics of participation led to a broadening of the 

chatbot’s envisioned usage scenarios from a focus purely on survivors to a new group: 

frontline staff. As seen in the workshops and interviews, frontline staff are often not 

confident in their own digital privacy literacy and capabilities. Support workers tend 

to feel that they do not know enough about digital privacy management to effectively 

support victims, without the concern that they may make the situation worse by providing 

incomplete or inaccurate advice. In this context, throughout the co-development of the 

chatbot, a new usage scenario emerged. One in which support workers use the chatbot 

alongside survivors during instructional workshops on digital privacy management. 

Digital privacy workshops with survivors are already being run, in shelters, by Refuge’s 

Tech Champions. However, these workshops currently rely on printed handouts of 

written instructions. The Tech Champions felt that the visual step-by-step nature of the 

chatbot videos makes the content easier to comprehend and engage with. Therefore, the 

Tech Champions intend to use the chatbot and videos as replacements for the printed 

instructional materials they had been previously using. As Le Dantec (2012) argues, 

based on his experience of using technology within a shelter for homeless mothers, 

technology can play a significant role in shaping the relationship between service 
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providers and service users. In the case of this PhD, an unintended consequence of 

this work is the change in format of the Tech Champions’ digital privacy workshops, 

which will now be supported by the chatbot and instructional videos.

As highlighted by Le Dantec and Fox (2015), design with communities extends the 

responsibilities of the designer beyond those of structured inquiry, into the spaces of 

managing participation and collaboration by developing relationships with communities, 

demonstrating ongoing commitments to the community, and overcoming personal and 

institutional barriers to community-based design research. A significant portion of my 

time, on this PhD, was invested in building relationships with the community through 

volunteering (demonstrating ongoing commitment), as well as developing the research 

with community members and attempting to overcome barriers such as participant 

recruitment and staff time constraints. The codesign process has thus been a highly 

flexible and adaptable one, where initial plans for participation at different stages of 

the design process have been adapted to the context and situations that were taking 

place then. “Then” as in the real moment of the design activities in the real world, within 

participants’ daily lives and responsibilities (Le Dantec and Fox, 2015). The emergence 

of a novel usage scenario which involves frontline staff and survivors using the chatbot 

in collaborative sessions highlights the dynamic nature of the codesign process. Had 

the circumstances and barriers of participation, stakeholder groups, or even myself 

as a researcher been different, the output of the codesign process would have likely 

been different too.

For instance, through the project and before the co-development phase of the chatbot 

began, one of the charities I had been collaborating with was bought by a larger 

non-specialised charity. A restructuring took place and many frontline staff were made 

redundant, which had the effect of completely altering the composition, motivation, and 

goals of the remaining staff. Whilst their engagement with me, in both my capacities as 

a volunteer and an independent researcher, had begun as an enthusiastic endeavour 

that was seen as valuable to all of those involved, once the charity had been bought 

out, staff no longer had the time nor the motivation to progress the codesign further. In 

another example, one other charity that had taken part in the initial phases of this work 

underwent continuous waves of restructuring to reduce operational costs. In practice, 

this meant that my contacts and volunteer activity line-manager were replaced several 

times in the space of 12 months. Understandably, not all staff were equally optimistic 

about the research and the codesign, which effectively led the collaboration to come 

to a progressive end after around 18 months of work.
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The significant operational and financial constraints inflicted upon charities, especially 

domestic abuse charities, over the last decade have been documented by the media 

(Oppenheim, 2018; Dudman, 2019). The effects of austerity have meant that, all over 

the UK, refuges are being closed and victims are being denied support due to a lack 

of refuge space. Understandably, support workers often find that they do not have 

the capacity to participate in activities beyond essential service delivery, which has 

been evident throughout different stages of this work. Due to these factors, building 

relationships with key individuals within the charities was a process full of starts and 

stops, lulls and highs, which impacted my ability to involve staff and survivors in an 

ongoing, iterative, and steady process of codesign in this co-development phase of 

the work. Given that recruiting survivors depends on support workers’ engagement 

and ability to recruit, if staff do not have time then the researcher is unable to reach 

survivors who could be involved in the codesign.

Nonetheless, I sought to nurture existing relationships with DA charities, as well as 

create new ones throughout the PhD, adapting to the changes in circumstances that are 

inevitable with the progression of time and within such a complex problem-space. The 

process of infrastructuring this work by continually nurturing existing relationships and 

building news ones to sustain a community of participants was ongoing throughout the 

PhD and aligns with existing analysis of PD projects and their processes (Björgvinsson, 

Ehn and Hillgren, 2012; Dantec and DiSalvo, 2013). Support workers and survivors 

effectively collaborated within the codesign process, throughout the discovery, problems 

definition, development, and as seen in the next chapter, evaluation phases, even if 

survivors’ involvement was less intense during the co-development of the chatbot.

Notwithstanding, participants involved in the co-development stated that the chatbot 

will be beneficial to victims/survivors and support workers in several ways:

 ċ the chatbot is remotely accessible online and, therefore, available to victims/

survivors beyond those engaged with formal support services;

 ċ victims/survivors can access information anonymously using the chatbot;

 ċ due to its automated nature, the chatbot is always available;

 ċ the instructional animated videos may be better suited to delivering digital 

privacy management content than instructions delivered by a human over a 

phone-based helpline.
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In this discussion, I have sought to highlight aspects of collaboration during the 

co-development phase, with the aim of making it clear to the reader why the project 

progressed in the manner that it did. Furthermore, by highlighting such processes and 

difficulties inherent to codesign with survivors of IPA, this research aims to contribute 

to an ongoing body of work discussing the nature of conducting participatory design 

projects within sensitive topic areas (Southern et al., 2014; Le Dantec and Fox, 2015; 

Mulvale et al., 2016). A more in-depth discussion on the dynamics of participation and 

specific contributions to the field of codesign within sensitive topics can be found in 

Chapter 7, where the broader context of participation throughout this work is considered.

5.6 CONCLUSION
This chapter described the co-development of a chatbot alongside the community 

partner Refuge and DA survivors. In addition to outlining the design and technical de-

velopment of Refuge Bot, I also introduced a discussion on the dynamics of participation 

for different participant groups during the co-development. This work has contributed, 

alongside existing literature (Southern et al., 2014; Le Dantec and Fox, 2015; Mulvale et 

al., 2016) arguing for the flexible and adaptable nature of codesign and participation, 

especially within sensitive topic areas, which often requires reflexivity and adaptation 

as projects progress. This chapter contributes to the broader aims of the PhD through:

 ċ a discussion on the participants and their roles during the co-development, 

which contributes to existing discourse on roles and dynamics of participation 

within codesign within sensitive topic areas (Southern et al., 2014; Le Dantec 

and Fox, 2015; Mulvale et al., 2016);

 ċ a description of the co-development process of an MVP alongside support 

workers and survivors.
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6  
 
CHATBOT  
CO-EVALUATION
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This chapter describes the process of co-evaluating Refuge Bot alongside support 

workers and survivors of intimate partner abuse (IPA). The co-evaluation took place 

between July and September 2019 before the bot was launched on Refuge’s website. 

Recent usage statistics from the 05/09/2020 to the 27/11/2020 (90 days) show that 

971 people have interacted with the chatbot over this period. Of the top-level menu 

items, Location Settings was selected 277 times, WhatsApp 269 times, Social Media 

185 times, and iCloud & Apple ID 52 times. From the 09/01/2020 to the 31/03/2020 

(90 days), before the COVID-19 social distancing measures, 164 individual people used 

the chatbot.

6.1 CO-EVALUATION SESSIONS WITH 
SURVIVORS AND SUPPORT WORKERS
The aims of the co-evaluation alongside survivors and support workers were to:

 ċ gather feedback regarding the chatbot and its appropriateness to the problem 

it is intended to address;

 ċ assess the effectiveness of the content and its format for communicating and 

conveying digital privacy management information;

 ċ evaluate the feasibility and acceptability of a fully automated conversational 

agent for providing digital privacy information and advice to survivors of DA;

 ċ iteratively implement modifications based on participants’ feedback;

 ċ assess and improve the overall user-experience of the chatbot.

The co-evaluation involved several activities with different focusses and participant 

groups. The primary activity consisted of one-to-one co-evaluation sessions each of 
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which involved the designer/researcher, a Refuge Tech Champion, and an IPA survivor. 

Secondary activities included 1) gathering feedback via email from Refuge support 

workers across the UK, 2) informal feedback from support workers during our visits 

to Refuge shelters, and 3) a technical cross-browser and cross-device evaluation of 

the chatbot alongside Refuge’s IT team.

The co-evaluation sessions and design modifications were iterative in nature. Between 

sessions, the chatbot was modified to address participants’ feedback before being 

presented to another group of participants. In this manner, issues raised by one group 

of survivors could be addressed and the effectiveness of the modifications evaluated by 

the next group of participants. Similarly, feedback received via email was also addressed 

in cases where it matched the feedback being gathered in the co-evaluation sessions. 

Due to the higher degree of Refuge staff involvement in the co-development of the 

chatbot (Chapter 5), a stricter focus was placed on survivors’ contributions during the 

co-evaluation, thereby ensuring that actioned feedback had its origin in survivors’ 

contributions and requirements. Hence, more weight was given to the co-evaluation 

feedback from survivors and email feedback was actioned when it aligned with survivor 

feedback. Finally, while the co-evaluation was ongoing, regular meetings with Refuge 

were scheduled to review feedback and discuss modifications that required consensus 

between stakeholders. Examples of such modifications were those that provoked a shift in  

project timelines.

The sections below provide further detail on the procedure for all of the activities that 

took place as part of a co-evaluation process. 

6.2 PROCEDURE
To contextualise the co-evaluation findings, this section offers a description of the 

process and its procedures. Firstly, the face-to-face co-evaluation sessions with 

survivors are described, followed by the procedure for receiving email feedback from 

Refuge support workers, and finally, the technical cross-device testing of the chatbot.

6.2.1 PROCEDURE: CO-EVALUATION SESSIONS
All co-evaluation iterations took place between the August 20th 2019 and September 

25th 2019, with varying intervals of time between them. A few iterations took place one 

day after the other, while others were spaced apart by one to two weeks, depending 
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on participant, shelter, or outreach service1 availability. Each iteration included three 

to nine individual co-evaluation sessions with participants.

PARTICIPANTS
All participants identified as female and their real names have been replaced with 

pseudonyms. 15 were in a Refuge shelter at the time of participation, 4 were accessing 

a Refuge outreach service, and 9 participants were Refuge staff2. Throughout the re-

mainder of this chapter, the terms refuge and shelter are used interchangeably to refer 

to emergency accommodation provided to victims of DA who have fled their homes.

INFORMED CONSENT
Participants were briefed and asked whether they wished to take part in the co-eval-

uation prior to my visit. Participants were briefed by a Refuge member of staff who 

had been sent the Participant Information Sheet (Appendix G) and Consent Forms 

(Appendix H) in advance. Therefore, all participants had already expressed interest in 

taking part before any interaction with me.

A Refuge support worker — Tech Champion — was present during all co-evaluation 

sessions. The Tech Champion introduced me and briefly explained the aims of the 

co-evaluation. I then discussed the activity in more detail and answered any questions 

that participants may have had. Participants were given time to read the Participant 

Information Sheet and Consent Form. Whenever participants did not understand the 

Information Sheet or Consent Form, I verbally explained the study and participation. 

Consent was obtained before all sessions. Once participants had consented to take 

part and all of their questions had been answered, I performed a short demonstration 

of the chatbot. All sessions were performed on a one-to-one basis, however, in some 

cases, the initial briefing took place in a group setting at the end of one of the Tech 

Champion’s digital privacy workshops.

One participant did not wish to take part as she was not able to understand the 

Information Sheet nor my explanation of the study. The participant did not understand 

English in written or oral form. One other participant was able to take part in the study 

in her native language — Punjabi — as the Refuge Tech Champion was able to translate 

all the oral content and the participant was able to read the English content.

1 Refuge refers to services that are not shelters and are open to supporting victims living in the community as outreach services.
2 Refuge staff took part in their professional capacities even though a high percentage of staff are DA survivors themselves.
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During some of the sessions, either the Tech Champion or I provided childcare assistance 

to participants. Childcare was not available at the shelters or outreach locations during 

the time of the co-evaluation sessions. Therefore, a few of the sessions were performed 

whilst either the participant or I were taking care of participants’ children. The format 

of the sessions had to be adapted, in the moment, to participants’ childcare needs 

in order to include childcare breaks and entertaining children. The sessions included 

breaks whenever participants needed them, as well as the repetition of questions and 

restarting of scenarios as necessary.

LOCATION
Four of the co-evaluation sessions took part in Refuge shelters across London. More 

specific geographic details are not disclosed to protect the shelters’ location. The ses-

sion with survivors who were not living in a shelter was conducted at one of Refuge’s 

outreach services also in London. The evaluation session with support workers was 

conducted at Refuge’s London headquarters with support workers travelling from 

across the UK for the day.

SETUP 
The sessions with survivors were conducted in a communal space within each of the 

shelters or outreach service, such as the kitchen, living room, or waiting area. Women 

are generally given a private bedroom within a shelter and all other living spaces are 

communal. Women’s bedrooms are their personal space and therefore, it would not 

be appropriate for me to request that the sessions take place in their private quarters. 

Hence, the shelter sessions all took place in communal spaces where children were 

often playing and other residents socialising. During most of the sessions, childcare was 

not available. Therefore, the support worker and I often engaged in childcare to give 

participants the time and space needed to take part. Even so, in most cases, women 

were interrupted by childcare duties during the session, requiring them to take breaks 

and then return once the children had been attended to.

During the evaluation, participants used the chatbot to complete the four scenarios 

listed in Table 2, on either an iPhone or Android device. All scenarios were information 

finding scenarios focussed on privacy settings that may be necessary to DA survivors, 

as informed by the interviews, codesign workshops, and my tacit knowledge of tech-

nology-facilitated IPA gained through working alongside survivors.
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Participants were asked to use the chatbot on an iPad and follow the video instructions 

using either an iPhone or Android phone, according to the operating system (OS) they 

were most familiar with. All devices were provided for participants.

DATA CAPTURE
For the co-evaluation sessions, audio and iPad screen recordings were captured. I 

also took extensive notes and discussed these with the Tech Champion after each of 

the sessions.

Scenario Operating System (OS)

1. Change your Snapchat password iPhone & Android

2. Block another Instagram user iPhone & Android

3. Stop a specific person from seeing your Facebook posts without blocking them iPhone & Android

4. Disable Snapchat’s use of location data Android

5. Disable Apple Family Sharing’s use of location data iPhone

Table 2. Co-evaluation scenarios according to OS.
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Fig. 27. Co-evaluation images (taken with participants’ consent)

6.2.2 PROCEDURE: EMAIL FEEDBACK
Support workers across Refuge were sent a request via email to use the chatbot and 

give feedback. Eleven participants gave feedback via email. The email requesting 

feedback was sent out on August 30th 2019 and all feedback was received between 

September 3rd 2019 and September 6th 2019. Feedback was sent to Refuge’s Director 

of Operations and then forwarded to me.

The email requesting feedback asked participants to use the chatbot and then answer 

the following questions:

 ċ What are your general impressions of the chatbot?

 ċ How easy/difficult was it to use the chatbot for the first time? 

 ċ Did you watch any of the videos? 

 ċ  What are your thoughts on the video/s you watched? 

 ċ How did you find the experience of following the instructions in the video/s? 

 ċ In what contexts do you think the chatbot could be used by victims and survivors? 

(If any at all)

 ċ Would the chatbot be useful to you in your work with clients? If yes, in what ways?

 ċ Is there anything you think should be changed/improved?

 ċ Was there anything that seemed to not be working properly? Can you describe 

it? Or send a screenshot of the issue? 

 ċ Do you have any other thoughts you want to share that we haven’t asked about?



164

6.2.3 PROCEDURE: CROSS-PLATFORM TESTING
Throughout the development process, the chatbot was tested and optimised to function 

across desktop and mobile devices, as well as on recent versions of Chrome, Safari, 

and Firefox. To perform the testing and optimisations, I relied on 1) emulators for iOS 

devices, 2) an iPhone 6, 3) an iPad 2 Air, 4) a Nokia Android device, and a 5) Samsung 

Galaxy Tab A.

Ongoing testing aimed to evaluate and optimise the following aspects of the chatbot:

1  Window size for large screens (e.g., laptops), medium screens (e.g., tablets), and 

small screens (e.g., mobile phones);

2  Embedded video dimensions on large and medium screens;

3  Fullscreen video functionality on small screens;

4  Font sizes across all screen sizes;

5  Button sizes and behaviour across all screen sizes.

In addition, once the chatbot was ready for its final testing phase, I collaborated with 

Refuge’s IT team on a full review of its cross-device functionality (see Section 6.5 for 

summarised findings and Appendix F for a full report).

6.3 ANALYSIS
Screen and audio recordings from the co-evaluation sessions were reviewed and 

coded. Although the sessions were not transcribed in full, qualitative feedback was 

transcribed, coded, and themed (Charmaz, 2014; Saldana, 2015). Feedback received via 

email was coded alongside the qualitative co-evaluation data. Transcripts were coded 

using a combination of descriptive and in-vivo coding (Charmaz, 2014; Saldana, 2015). 

The codes related to:

 ċ participants’ qualitative feedback and opinions regarding the chatbot;

 ċ whether or not a scenario had been completed;

 ċ barriers faced by participants during the scenarios;

 ċ success factors during the scenarios;

 ċ other contextual factors influencing the co-evaluation (e.g., childcare).
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Codes were then grouped into overarching observations. These observations are 

reported on in the sections that follow. Each observation is paired with the design 

changes that were made as a result of that observation. The design responses are 

modifications intended to address observed issues and were implemented between 

co-evaluation iterations. The sections that follow are organised according to the order 

in which the co-evaluation sessions took place.

6.4 FINDINGS
Findings are presented for each of the co-evaluation iterations and are organised in 

chronological order. In this way, it is clear which design modifications were implemented 

from one iteration to the next and the effect they had on the co-evaluation findings.

6.4.1 CO-EVALUATION SESSIONS: 1ST ITERATION
Four participants took part in the 1st iteration of the co-evaluation. All participants 

were female. Participants took part in 1) a collective brief and then 2) used the chatbot 

individually to complete four scenarios, followed by 3) a discussion with Tech Champion 

and me on their opinions and thoughts regarding the chatbot. Table 3 provides an 

overview of the four scenarios and each participants’ experience of either finding the 

intended information (Y) or not finding it (N), as well as whether the video instructions 

were clear (Y) or not (N). Below is a thematic grouping of the observations from this 

initial co-evaluation session, as well as the design modifications that were proposed 

as a response to participants’ feedback.

Participant/

Scenario

Snapchat 
password

Block Instagram 
user

Facebook post 
privacy

Snapchat 
location

Apple Family 
Sharing location

Nav Vid Nav Vid Nav Vid Nav Vid Nav Vid

Aria Y N Y N Y Y Y Y N/A N/A
Calla N N Y Y Y Y N/A N/A N N
Farah Y Y Y Y Y Y N/A N/A N N
Hester N Y N Y N Y N N N/A N/A

Table 3. Did participants find the information they were looking for? And were the video instructions clear?

Observation 1: It was confusing for participants when the chatbot suggested 

other related videos below a given video and above the sub-menu (Fig. 28). 
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Fig. 28. Chatbot displaying related videos

Design response: Suggested videos were removed for the next version of testing 

and the sub-menu was maintained..

Observation 2: Videos progressed too quickly for participants to read the in-

structions and carry them out on a mobile device. Some participants were able 

to pause and rewind the videos, although this added time and effort to the task.

Design response: Increase the onscreen duration of each instruction to avoid 

the need for pausing/rewinding so often.

Observation 3: Participants were not able to make the videos fullscreen.

Design response: Include a textual explanation on how to make the videos 

fullscreen in case it is necessary. Increase the size of the embedded videos to 

avoid having to make the videos fullscreen.

Observation 4: When asked to find the video for location settings on Family 

Sharing, some participants selected the Location Settings menu option. The 

video was only listed under the Apple ID/iCloud menu item and, therefore, did 

not match participants’ mental model of where the video should be.

Design response: Include all videos related to location settings under Location 

Settings, even if this means that some videos are accessible via more than one 

route.

Observation 5: The interval between consecutive chatbot messages was too 

long (10 seconds). Participants were able to read each message far more quickly 

than the interval time, becoming visibly frustrated by having to wait.

Design response: Reduce time interval between chatbot messages.
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Observation 6: When the chabot asked “Do you need help with anything else on 

[submenu section]?” and participants wanted to navigate to another submenu, 

they did not notice the option of “Go back to Main Menu” as a way to navigate 

back to the main menu (Fig. 29).

Fig. 29. Sub-menus displayed after each video (pre-redesign).

Design Response: Include the main menu at the bottom of the chat, rather than 

contextual sub-menus.

Observation 7: Overall, participants were positive about the instructional character 

of the videos, in which steps are textually described and supported by graphic 

representations, as observed by Aria.

Aria: I think it cannot be more simple than they already are — the videos — it’s like 

step-by-step how to get there, what to do, it doesn’t need more.

Observation 8: Participants expressed the need for the chatbot to include videos 

for location sharing settings on Google Maps, in addition to the location videos 

that it already includes. 

Design response: Create and include a location settings video for Google Maps 

on Android and iPhone.
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6.4.2 CO-EVALUATION SESSIONS: 2ND ITERATION
As a response to the first iteration, a few changes were made to the chatbot before 

the second set of co-evaluation sessions, namely:

 ċ All videos related to location settings were also included under the Location 

Settings menu item, as per Observation 4;

 ċ The waiting times between consecutive chatbot messages were reduced, as 

per Observation 5;

 ċ The main menu was presented to participants after each video, instead of the 

sub-menu related to the category they were currently within. The modification 

was made due to Observation 6, in the previous iteration, that the relationship 

between the main menu and contextual submenus did not match participants’ 

mental model of how the content was organised.

The duration of the video instructions (Observation 2) was not modified, given the short 

time frame between iterations, which did not allow for sufficient time to amend the 

videos. Similarly, the size of the embedded videos (Observation 3) was not modified for 

this iteration due to a lack of sufficient time to solve a technically challenging issue. The 

underlying platform — SnatchBot — was undergoing significant technical maintenance 

at the time and the custom CSS functionality had been temporarily disabled, making 

it impossible to alter the size of the embedded videos.

Four survivors took part in the second co-evaluation iteration. All participants identified 

as female and were currently living in one of Refuge’s shelters. Table 4 provides an 

overview of each scenario in this session.

Participant/

Scenario

Snapchat 
password

Block Instagram 
user

Facebook post 
privacy

Snapchat 
location

Apple Family 
Sharing location

Nav Vid Nav Vid Nav Vid Nav Vid Nav Vid

Ivana Y Y Y Y Y Y N/A N/A Y N
Jeralyn Y Y Y Y X* Y N/A N/A Y N
Marisole Y Y Y Y Y Y N/A N/A Y N
Quinn Y Y Y Y Y Y N/A N/A Y Y

Table 4. Did participants find the information they were looking for? And were the video instructions clear?  
*X = WiFi temporarily unavailable
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In the second co-evaluation session, although participants were able to complete all 

the scenarios (Table 4), issues with the overall user-experience of the chatbot were still 

observed. Observations and design responses from this iteration are detailed below.

Observation 1: The new menu, rather than contextual sub-menus, displayed after 

each video was effective. Participants were able to navigate between sections and 

subsections more easily. I hypothesised that this alteration served participants in 

two ways: 1) it removed the complexity of creating a mental model of the main 

menu and submenus, and 2) it replicated the visual cue of the three main menu 

items that participants had already observed in their initial interaction with the 

chatbot (Fig. 30).

  

Fig. 30. The redesigned menu system.

Observation 2: Some participants attempted to type questions into the text-input 

box, even though it was greyed out (Fig. 31).

Design response: Remove the text-input box, as the chatbot does not support 

this type of interaction.

Fig. 31. Greyed-out text-input box
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Observation 3: As in the first iteration, the videos progressed too rapidly for 

participants to read the instructions and carry them out on a mobile device. 

Participants were able to pause and rewind the videos as necessary, although, 

two participants only did so once I had suggested it.

Design response: Increase the onscreen duration of each instruction to reduce 

the need for pausing and rewinding.

Observation 4: For two of the participants, the chatbot timed out during longer 

videos and restarted itself.

Design response: Increase the time it takes for the chatbot to automatically 

reset itself.

Observation 5: As in the first iteration, participants seemed to prefer watching 

the video inside the chatbot window rather than navigating away to YouTube. 

However, fullscreen cannot be enabled from within the chatbot window.

Design response: Enlarge the videos embedded in the chatbot to avoid partic-

ipants having to open the fullscreen videos on YouTube.

Observation 6: The notice on the Family Sharing location settings video, regard-

ing notifications being sent to the primary family account owner (Fig 3), did not 

remain onscreen long enough for participants to read it in full.

Design response: Expand the duration of the notices, for all videos containing 

similar alerts.

Observation 7: None of the participants were able to complete all the instructions 

in the Family Sharing location video. The video includes disabling Family Sharing 

features beyond location sharing, such as purchase sharing, which unnecessarily 

increased the number of instructions and complexity of the task.

Design response: Focus the video solely on disabling location sharing. Other 

Family Sharing features are not as relevant to survivors and significantly impact 

the effectiveness of the video in addressing their main concern, which is location 

sharing.

Observation 8: Overall, participants expressed a positive opinion on the step-

by-step character of the videos. As observed by Marisole, participants felt that 

the instructions were straightforward and easy-to-follow.
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Marisole: [Unprompted, after completing the first video] It’s quite clear and step-by-step. 

Also, like here [the text], it’s short informations, and straight informations, it’s good.

Fig. 32.  Family Sharing location settings notice/warning.

6.4.3 CO-EVALUATION SESSIONS: THIRD ITERATION
No alterations to the chatbot were performed between the second and third co-evaluation 

iterations, as they took place one day after the other. Unlike in the previous iterations, 

participants in the third iteration were survivors of domestic abuse who were not living 

in a shelter. Participants had travelled to a Refuge outreach service to access legal 

advice from a solicitor. Participants had been contacted over the phone, by a member 

of Refuge’s staff, regarding the research and had agreed to take part either before or 

after their scheduled consultation.

The table below shows participants’ responses to each of the scenarios. The table is 

followed by session observations and proposed design responses, which describe 

actions to be taken as a result of survivors’ feedback. 

Participant/

Scenario

Snapchat 
password

Block Instagram 
user

Facebook post 
privacy

Snapchat 
location

Apple Family 
Sharing location

Nav Vid Nav Vid Nav Vid Nav Vid Nav Vid

Radha Y Y Y Y Y Y N/A N/A Y N
Shea Y Y Y Y X* X* N/A N/A X* X*
Sia Y Y Y Y Y Y N/A N/A Y N
Talitha Y N Y N Y Y N/A N/A Y Y

Table 5. Did participants find the information they were looking for? And were the video instructions clear?  
*X = WiFi temporarily unavailable
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Observation 1: All participants had trouble locating the Family Sharing settings 

by following the instructions in the video.

Design  response: Add more detail to textual instructions indicating where 

specific UI controls are located onscreen (e.g., “at the top edge of the screen”).

Design response: Make the visual indicator that shows users where to tap on 

the screen larger (Fig 6), as suggested by Amara.

Only thing I’d say, you know in the video, the small little circle — you can’t actually 

see it that clearly. [Amara]

Fig. 33. Visual onscreen indicator made larger.

Observation 3: As in iterations one and two, the videos progressed too quickly 

for participants to read the instructions and carry them out on a mobile device. 

Three participants were able to pause and rewind the videos as necessary, 

however, this added to the time and effort necessary to follow the instructions 

in the videos, as highlighted by Sia.

Can I just say something about this? I have to keep pausing it to read what it was 

saying. I mean and that’s fine as long as the person using it is comfortable with pausing 

but that might be something that could be fixable by making each step stay longer 

on the screen. [Sia]

Design response: Increase the onscreen duration of each instruction to avoid 

the need for pausing/rewinding so often.

Observation 4: As in the previous sessions, two participants were unable to 

complete all the instructions in the Family Sharing location video. The video 
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includes disabling Family Sharing features beyond location sharing, such as 

purchase sharing, which unnecessarily increased the number of instructions 

and complexity of the video.

Design response: Focus the video solely on disabling location sharing. Other 

Family Sharing features are not as relevant to survivors and significantly impact 

the effectiveness of the video in addressing the main concern.

6.4.4 CO-EVALUATION SESSIONS: FOURTH ITERATION
All participants in iteration 4 were Refuge support workers, more specifically, service delivery 

managers. All delivery managers had been frontline support workers before becoming 

responsible for the operations of one or more of Refuge’s shelters or outreach delivery 

services. Furthermore, as in previous stages of this work, many of the delivery managers 

were also DA survivors themselves, as highlighted by Refuge’s Head of Operations.

Before the fourth co-evaluation iteration, a few changes were made to the chatbot:

 ċ the Family Sharing video was simplified to focus solely on disabling location 

sharing;

 ċ the duration of each video instruction was increased for all the Android videos. 

iPhone videos were not modified due to a lack of time before the fourth iteration.

As the iteration progressed, fewer observations and design changes were necessary, 

which indicated that the modifications were effective in addressing highlighted chal-

lenges. Only 2 observations and design responses were noted for this iteration. They 

are listed below.

The table below shows participants’ responses to each of the scenarios. After the table, 

mine and Tech Champion’s observations are listed alongside proposed design changes.

Participant/

Scenario

Snapchat 
password

Block Instagram 
user

Facebook post 
privacy

Snapchat 
location

Apple Family 
Sharing location

Nav Vid Nav Vid Nav Vid Nav Vid Nav Vid

Juliet Y Y Y Y Y Y N/A N/A Y Y
Cecilia Y Y Y Y Y Y Y Y N/A N/A
Florence Y Y Y Y Y Y Y Y N/A N/A
Freya Y Y Y Y Y Y N/A N/A Y Y
Amelia Y Y Y Y Y Y Y N N/A N/A
Caroline Y Y Y Y Y Y N/A N/A Y Y
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Participant/

Scenario

Snapchat 
password

Block Instagram 
user

Facebook post 
privacy

Snapchat 
location

Apple Family 
Sharing location

Nav Vid Nav Vid Nav Vid Nav Vid Nav Vid

Hannah Y Y Y Y Y Y Y Y N/A N/A
Holly Y Y Y Y Y Y Y Y N/A N/A
Anne Y Y Y Y Y Y Y N N/A N/A

Table 6. Did participants find the information they were looking for? And were the video instructions clear?

Observation 1: Participants were better able to complete instructions with slower 

videos. Participants no longer mentioned that the Android videos were too fast. 

Design response: Slow down remaining iOS videos to match the speed of the 

Android videos. Even though, as one participant expressed, it might be easier 

to pause and rewind the videos if participants’ were using the chatbot on their 

own and in a different environment.

For me, I’m not technologically skilled, I keep having to go back. If I get stuck then I’ve 

gotta go back and I think, because this is an exercise, if I was at home and doing this 

I feel like I wouldn’t be under that kind of pressure so I’d just keep going back, give 

it my own time. I think like, if I was at home, I’d still have the same problem because 

I didn’t kinda fully understood, there was a part of it where it was saying about “the 

arrow” and I’m assuming that’s the arrow because that’s what I use when I’m going 

back, but if I was at home I’d mess about with it, so, eventually I’d get it right. But, um, 

yeah, I think that it’s not really too fast. I think the speed is ok because I can go back, 

it explains what you’re supposed to be doing but, yeah, I think for me I’d have to go 

back, look at this again, or I’d want to stop so that I could “right am I pressing the right 

thing? Am I looking at the right thing? Kind of thing”. [Anne]

Observation 2: A few participants did not realise that the first Snapchat video 

was a video and not a still image, this was due to the fact that the play button is 

a similar colour to the background colour on Snapchat videos.

Design response: Change background colour for Snapchat videos.

6.4.5 CO-EVALUATION SESSIONS: FIFTH ITERATION
No changes were made in advance of the fifth co-evaluation iteration, as it took place 

a day after the fourth iteration. Therefore, both observations and design responses 

listed below are the same as in the previous co-evaluation iteration.
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As with iterations 1, 2, and 3, Iteration 5 was performed in collaboration with survivors 

of domestic abuse currently residing in a Refuge shelter.

Seven survivors took part in this iteration, however, four survivors’ data has been 

excluded from this analysis. In the second shelter visited that day, participants did 

not wish to take part individually. Participants expressed the desire to take part as a 

group. However, the group dynamics and the fact that four young children were present 

without available childcare severely impacted our ability to structure the session. The 

support worker and I were unable to direct and maintain the conversation on topic 

whilst assisting with childcare. Furthermore, whilst the Tech Champion did attempt to 

translate the session for one of the survivors, this proved to be ineffective amongst the 

general levels of noise, background activity, and group dynamics. Finally, participants 

did not wish to use the chatbot themselves, out of fear of making “mistakes” in front 

of their peers, even though it was expressed that there were no “mistakes” that could 

be made. For these reasons, data from the second shelter has been excluded from 

this analysis.

Participant/

Scenario

Snapchat 
password

Block Instagram 
user

Facebook post 
privacy

Snapchat 
location

Apple Family 
Sharing location

Nav Vid Nav Vid Nav Vid Nav Vid Nav Vid

Yvette Y Y Y N Y Y N/A N/A Y N
Zara Y Y Y Y Y Y Y Y N/A N/A
Amy Y Y Y Y Y Y N/A N/A Y Y

Table 7. Did participants find the information they were looking for? And were the video instructions clear?

Observation  1: As with the fourth iteration, participants were better able to 

complete instructions with the slower videos. Participants no longer mentioned 

that the Android videos were too fast. 

Design response: Slow down remaining iOS videos to match the speed of the 

Android videos.

Observation 2: A few participants did not realise that the first Snapchat video 

was a video and not a still image, this was because the play button is a similar 

colour to the background colour on the Snapchat videos.

Design response: Change background colour for Snapchat videos.
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6.4.6 CO-EVALUATION SESSIONS: SIXTH ITERATION
For the final iteration of co-evaluation sessions, all participants were survivors living 

in one of Refuge’s shelters.

Prior to the sixth co-evaluation iteration, one change was made to the chatbot:

 ċ the remaining iOS videos were slowed down to match the same pace as the 

Android videos, as per Observation 1 in the previous iteration.

Participant/

Scenario

Snapchat 
password

Block Instagram 
user

Facebook post 
privacy

Snapchat 
location

Apple Family 
Sharing location

Nav Vid Nav Vid Nav Vid Nav Vid Nav Vid

Addilyn Y Y Y Y Y Y N/A N/A Y Y
Cora Y Y Y Y Y Y Y Y N/A N/A
Amara Y Y Y Y Y Y Y Y N/A N/A
Jen Y Y Y Y Y Y N/A N/A Y Y

Table 8. Did participants find the information they were looking for? And were the video instructions clear?

Observation 1: Participants were better able to complete instructions with slower 

videos. Participants no longer mentioned that any of the videos were too fast.

Observation 2: One participant did not realise that the first Snapchat video was 

a video and not a still image, this was because the play button is a similar colour 

to the background colour on the Snapchat videos.

Design response: Change background colour for Snapchat videos.

Observation 2 — Snapchat videos’ background colour — was modified after the final 

round of co-evaluation sessions and was not subject to any further evaluation.

The next section looks at participants’ qualitative feedback beyond the use of the 

chatbot to perform a set of information finding scenarios.

6.4.7 QUALITATIVE FEEDBACK
Overall, participants shared positive opinions on the usefulness of the chatbot. In the quote 

below, a support worker discusses the benefits of using a chatbot to provide technical 

assistance, as opposed to providing emotional support or legal advice, which she feels 

would be inappropriate. The support worker also feels positive about the fact that the 
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chatbot discloses, upfront, its automated nature rather than attempting to seem human.

I think it is a great approach to tell people upfront that it is a chatbot. I also appreciate 

that the type of assistance and topics chosen for the chatbot are well suited to a chatbot. 

You’re not trying to give people emotional support or legal advice, for example, and 

that feels wise at this point. [Fleur]

Furthermore, as seen in the quote below, survivors appreciated the effort to address 

technology-facilitated abuse. Participants were keen to learn more about digital privacy 

to be able to safeguard themselves and be more certain that they were not unknowingly 

placing themselves at risk.

And it’s good that someone is working on that [technical advice] because sometimes 

people put themselves in danger and they have no idea, they have no clue. It’s not 

that they’re doing it intentionally, they don’t understand. [Aria]

Survivors also discussed situations in which they had adjusted their privacy settings but 

were unsure whether they had achieved the desired outcome. In much the same way as 

in the interviews and workshops (Chapters 3 and 4), participants were not confident in 

their own ability to manage privacy settings and were concerned about doing something 

“wrong”. Or in other words, changing their privacy settings and believing their data was 

protected from the perpetrator when, in fact, the change had not restricted access to 

their content at all. Having access to the chatbot on Refuge’s website gave participants 

the sense that they could easily follow digital privacy advice from a trusted provider, 

therefore, removing the risk associated with adjusting privacy settings on their own.

Yes, yes, because I’m not so expert in, you know, social media for instance. Sometimes 

I want to change things and block people, particularly here [in refuge], you know, I 

don’t want people to know I’m here so I block many people and I don’t know if I did 

right. If actually I’m trying to, you know, make the green spot online to not be online 

for everybody but I never know if I actually did right and if another person is seeing 

me or not. So yeah, I would use it, for sure. [Marisole]

Some participants were also of the opinion that the chatbot made it easier and quicker 

to find information that they would usually have searched for on platforms like YouTube.

The navigation is not complex because see, there’s not much buttons to press, it’s not 

very complicated at all. It’s very simple, I tell you, it’s very simple. I find it very helpful. 

I usually go to the YouTube for any information but this one is just really direct, you 
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go here and you can get what you want, just straightforward. Usually you have to go 

through so many YouTube videos to get what you want but this one is easy. [Farah]

Similarly, a few support workers expressed the opinion that the chatbot was a useful 

tool to support them in their job, as they felt unable to provide digital privacy advice 

themselves.

I thought it was really good! Obviously, if you don’t have these things — I’m not using 

that every day, I don’t know how to do it — but following the instructions is pretty easy 

and a bit common sense as well, so, I thought it was really good. Easy. [Hannah]

As expressed in the quote below, in addition to being perceived as useful for support 

workers and survivors living in refuge, the chatbot was also seen as a helpful tool 

for survivors seeking support through outreach services. As well as a helpful tool for 

support workers from other agencies who may not be comfortable in providing digital 

security advice.

For outreach clients who just require tech support it would be a good tool to signpost 

to. It would also be helpful for other agencies to use this tool if they are unsure when 

supporting a client. [Isa]

Particularly because, as one support worker put it, it can be a difficult and time-con-

suming process to talk through privacy settings over the phone or in-person during 

support sessions. The chatbot allows survivors to access step-by-step information 

remotely without the need for a specialised support worker, and in a format that is 

more appropriate to the information being delivered.

Useful to have a tool that maps out how to change security settings etc., as they can 

be quite tricky/lengthy to explain. [Mille]

Or even in situations where a victim may not want to speak with a support worker over 

the phone, as described by Elva below.

When someone wants to access this info quickly without calling anyone. [Elva]

Support workers also appreciated that the chatbot could be used by survivors without 

supervision in a process of empowering themselves with digital privacy management skills.

In refuges – very useful as we spend a lot of time going through settings on phone 

etc. with clients – if the clients can access [the] chatbot themselves it would save 

resources and also give the clients empowerment to make changes themselves. [Juliet]
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Furthermore, survivors felt that the chatbot could provide information during crucial 

times, such as when a survivor goes into refuge. The location of refuges cannot be 

disclosed and it is, therefore, of paramount importance that survivors’ devices are not 

tracked when going into and staying in refuges. 

Especially, like, I’ve been here [in refuge] for about 8 months now so I’m at a place where 

I’m good but for someone who started out right how I felt at the start, this would’ve 

been perfect to help me. [Cora]

In the sessions and email feedback, participants discussed how the chatbot had made 

them aware of certain settings and features that they did not know existed. In fact, 

during some of the co-evaluation scenarios, a few participants asked to use their own 

phones to ensure that their own settings were “correct”. The quotes below illustrate 

a survivor and a support worker’s view on the usefulness of the chatbot for showing 

survivors privacy features they may have previously been unaware of.

Damn, that [Family Sharing] is a good one! I didn’t even know that existed. I wish I 

could do it on my phone [participant’s phone had run out of battery]. [Jen]

I like the prompts that appear for survivors with support they may need. For some 

women, they may know they need assistance but they may not know with exactly 

what, so I found having the prompts really helpful. For example, I clicked iCloud as this 

is an area I lack knowledge on, then prompts came up to say “Family Sharing”, I hadn’t 

realised this was possible so I clicked the link to find out more info. [Louise]

What is more, participants Cora and Quinn completed some of the scenarios using their 

own phones as a way of ensuring that their privacy settings were correctly adjusted.

Where do you usually find information on your privacy settings? [Researcher]

Just on my phone, just a Google search. [Cora]

Do you think that if it was on the Refuge website that you would use it? [Researcher]

Definitely, rather than the usual way. Now that I know there’s the Refuge website! No, 

very helpful. Especially, like, I’ve been here for about 8 months now so I’m at a place 

where I’m good but for someone who started out right how I felt at the start, this 

would’ve been perfect to help me. [Cora]

Participants also felt that the chatbot was easy enough to use that it was not a barrier 

for less tech-savvy individuals.
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That’s really easy and simple for people that wouldn’t even have a clue and they were 

starting out just using the internet, like it’s just there, it’s there, you couldn’t ask for 

more really. [Cora]

Furthermore, participants appreciated the step-by-step nature of the videos, as it 

removed the complexity of adjusting several privacy settings across different platforms 

and devices.

No, they are so helpful ‘cause they’ve got all information telling you step-by-step what 

to do, step-by-step-by-step. [Quinn]

Survivors also offered suggestions on how to improve the chatbot. One of the most 

common suggestions was to expand on the content offered by the chatbot, such as 

adding instructional videos for Google Maps.

Because sometimes women don’t know they have the locations on, on Google Maps, 

and they won’t know if the alleged perpetrator has access to that email, so they know 

where she’s travelling, or if there’s spyware. It’s just one of the biggest compromises. [Juliet]

Support workers suggested that the chatbot could be extended to perform other 

functions other than technical support. In the quote below, Calla describes how the 

chatbot could provide links to local sources of support based on users’ postcode.

Would be great to have something at some point in it, perhaps at the end where you 

could input your postcode and it would come up with the closest DV service and their 

contact details. If it’s not a Refuge service, then we could give them the DV Helpline and 

ask them to call to find out. Then it’s a more substantial linking in with services. [Calla]

Participants also expressed that audio would be helpful in a series of ways. Some 

participants suggested that audio instructions would be useful, while others mentioned 

using audio clues to, for example, indicate when the next step starts. Given that users 

need to watch the video and then complete the instructions on a mobile device, audio 

cues would allow the next step to progress without users having to look up from the 

mobile device or switch between applications.

Not sure if there was any sound with the videos as we have no speakers on the computer 

we used, but we feel audio description of how to do each step with pauses in between 

could be greatly helpful. [Niomh]

Maybe the sound so, like when it changes the step. [Marisole]
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6.5 CROSS-PLATFORM TESTING
Lastly, Refuge’s IT partners and I collaborated on a technical cross-platform evaluation 

of the chatbot. The cross-platform testing report can be found in Appendix F. The table 

below outlines issues that were detected in the evaluation and then addressed before 

the final chatbot went live. Before implementing the changes, all issues and actions 

points were collaboratively discussed and agreed upon amongst Refuge’s Head of 

Operations,  the Technical Lead, and me.

Finding  Issue  Recommendation 
Setting icon on 
Video 

Some videos mention the setting icon / app 
and show it, others just say click settings. 

Give a consistent message and explain how to get 
to the settings icon. 

Fullscreen link Some videos have a full screen message, 
others do not. 

Give a consistent message for full screen. We 
found no need to show the full screen message. 

Menu navigation Cannot return to the start, you have to click 
the three lines at the bottom of the screen 
and click return to main menu. 

Needs a restart button on each option, if you 
choose the wrong phone at the start, you either 
have to click the three lines or close and start 
again. 

Menu navigation When in a particular section, such as 
Facebook, the navigation takes you back 
to choosing the main topic and then to the 
section again. 

For example, in iPhone, Social Media – Facebook, 
you have to click the menu 20 times to change 
each setting. Can the menu be changed so that 
when you are in a section, you easily click each 
option, rather than returning to the main menu? 

Menu navigation The main menu asks, “what can I help with” 
and then the phone type. Once phone type 
has been chosen, you cannot change it 
without restarting. 

Can we change the menu to ask for phone first and 
give an option to return to phone type? 

Menu navigation Main menu button does not return to the 
start 

The main menu does not return to main menu, just 
to a sub menu. Need to redesign the buttons so 
that sections and start again can be chosen. 

YouTube When a YouTube video has finished, you are 
presented with adverts for videos which are 
not relevant. 

Consider hosting the videos on the new Helpline 
web site so that videos do not contain suggestions 
for other videos at the end. 

Videos The videos do not end with any standard 
credits. 

Should there be a final screen with details of the 
helpline and how to call it on each video? 

Table 9. Results of the cross-device evaluation of the chatbot.

6.6 DISCUSSION
The co-evaluation aimed to collaboratively evaluative the feasibility and acceptability of 

a fully automated conversational agent, designed to provide digital privacy information 

and advice to survivors of IPA. In order to do so, the co-evaluation focussed on:
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 ċ gathering participants’ opinion on the appropriateness of the chatbot to support 

survivors in managing their digital privacy;

 ċ assessing the effectiveness of the instructional video content and its format 

for communicating and conveying digital privacy management information;

 ċ iteratively implementing modifications based on participants’ feedback;

 ċ iteratively assessing and improving the chatbot’s ease-of-use and overall 

user-experience.

I order to do so, co-evaluation sessions were run with 19 survivors and 9 support 

workers. Overall, participants had positive opinions of the chatbot, its ease-of-use, 

and the step-by-step format of the video content. Participants also felt that the 

chatbot was a useful resource to learn about digital privacy and privacy-related 

novel features that they may otherwise be unaware of, remotely and whenever they 

may need it. As described in Section 4.3, during the codesign workshops, one of 

participants’ co-created ideas centred on the development of digital privacy man-

agement educational materials. Participants felt that if simple, reliable informational 

resources were available, this would enable survivors to learn about digital privacy 

and empower them to safeguard themselves from technology-facilitated IPA. In 

the co-evaluation participants’ opinion, the chatbot has indeed been effective in 

addressing requirements for educational materials and resources in a simple and 

easy-to-access format, which allows survivors to take action based on information 

that they can trust. The information is perceived to be more trustworthy than, for 

example, tutorials on YouTube since it appears on Refuge’s website and Refuge is a 

trusted DA support organisation.

This work, therefore, demonstrates that codesign with survivors, support workers, and 

charitable organisations can be effective in creating outcomes that address a shared 

issue of concern. The issue, in this case, being technology-facilitated IPA and the 

gap in digital privacy management knowledge experienced by support services and 

victims. The co-evaluation took place alongside support workers from Refuge and 

survivors living in Refuge shelters or accessing legal advice at an outreach service. In 

practice, this means that the co-evaluation reached both survivors living in shelters 

and those who were not living in shelters. Previous phases of this work had mainly 

collaborated with survivors not living in refuge, however, it felt important that the 

chatbot be evaluated with a broader community including survivors living in shelters. 



183

The following sections discuss the process of co-evaluation and my relationship, as a 

researcher, with Refuge. The discussion is presented through the lens of participatory 

dynamics and power, pondering the impact these dynamics may have had on the work.

6.6.1 THE EVALUATION OF CODESIGNED OUTCOMES
The formal evaluation of PD projects is a debated subject (Muller, 2007). Authors 

have previously argued that when participants are included earnestly in the design, 

development, and implementation of a PD project, an ongoing process of evaluation is 

already embedded (Bossen, Dindler and Iversen, 2016) and, therefore, formal evaluations 

are unnecessary. However, from the opposite point-of-view, supporters of the need for 

formal evaluations of PD argue that built-in forms of evaluation are not robust enough 

in themselves. Furthermore, they suggest that embedded evaluation methods are not 

suited to measuring the longer-term impacts of PD interventions (ibid.), beyond the 

active period of the projects themselves. Muller (2007) argues that, historically, there 

has been a lack of formal evaluations comparing the outcomes of PD projects with 

the outcomes of non-PD ones. The emergence of calls for formal PD evaluations has 

developed as a result of funders and other regulatory organisations’ measurement and 

benchmarking of research (Wilsdon et al., 2015). However, such metrics may not always 

be suitable for assessing the value contribution of participatory forms of research and 

design. PD and co-design produce value in diverse forms, over varying periods of time, 

and across different groups who have diverse agendas (Whitham et al., 2019), making 

value extremely difficult to capture against a set of largely quantitative metrics.

Maria Escalante (2019) proposes thinking of the PD process in terms of value constel-

lations rather than, or in addition to, value chains. In value constellations, value emerges 

across the relationships built within PD between human (and non-human) subjects. 

Value is thus diffused and displaced across a network or constellation, which does not 

render itself to being easily measured. Escalante (ibid.) further argues that codesign’s 

value resides in its ability to create space for the emergence of catalytic encounters 

through collaboration. Codesign is therefore not only a site where designs emerge but 

also relations, affections, and experiences that are never finished or completed but 

continuously constructed through the processes of relating and collaborating.

Within this PhD, one of the most valuable activities was that of creating relationships and 

trust between support workers, survivors of abuse, and me. The necessary adaptation of 

methods and time investment in volunteering, meeting participants, reviewing content 
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and negotiating expectations, or in other words, thinking and relating through the 

process of codesign is where, I believe, the value of this work lies. It was only through 

the development of trust and the constant iteration of research materials that the project 

evolved and assumed its current format, in an ongoing negotiation with participants.

For example, the co-evaluation was hands-on and user-experience focussed in its format 

due to a series of concerns discussed with Refuge, support workers, and survivors 

during the codesign workshops. Participants concerns related to the nature of research 

and the perception that their time would not be well spent on theoretical discussions 

of technology-facilitated abuse or the processes of collaborative design. Participants 

expressed a vested interest in a form of research that would lead to an outcome, 

which in turn could be useful to them. Hence, the co-evaluation was focussed on the 

appropriateness of the chatbot to address participants’ real-life current digital privacy 

management concerns and whether it is usable or not, rather than on discussions of 

the process itself. An evaluation of the process would rely on the investment of time 

and resources from participants who are already time- and resource-constrained and 

who have, in fact, expressed their unwillingness to take part in “research for the sake of 

research”. Participants viewed the latter form of research as an activity so far removed 

from their reality that it had little to no power to affect any change in their circumstances 

and, therefore, had little willingness to contribute (for free) to it.

What is more, when I approached organisations that had facilitated survivors involve-

ment in previous phases of this work, I found that participants had moved on and it 

was no longer possible for me to contact them. In this context, as a designer leading 

the codesign process, it was my obligation to respect participants’ expressed desires. 

What had initially been planned as an exploratory co-evaluation that encompassed both 

the codesigned outcomes and the codesign process was adapted to a co-evaluation 

focussed on the practicality of the codesigned tool.

Therefore, the co-evaluation was designed to assess the usability and appropriate-

ness of the chatbot to survivors needs, rather than attempt to quantify the potential 

value contribution of the chatbot. As argued by Iversen, Halskov, and Leong (2012), 

as designers and PD practitioners, we must be aware of the ideas of evaluation and 

value that we propagate when publishing research. It is important that those methods 

of evaluation are aligned with the values informing the research and are aware of 

the broader infrastructures (e.g., institutional funding) influencing such evaluations. 

Fortunately, due to the nature of this PhD funding, we were under no pressure to 
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perform an evaluation of the PD process that would attempt to quantify the value of 

the contribution against non-participatory forms of research. Therefore, we had the 

freedom to make the co-evaluation about assessing the output against participant 

needs rather than an in-depth evaluation of codesign itself.

6.6.2 CO-EVALUATION, PARTICIPATION, AND POWER
The collaboration with Refuge was an enthusiastic and largely successful one from 

the point-of-view of the codesign project and designed output. However, from partic-

ipants’ points-of-view, it could be argued that my professional relationship and close 

collaboration with Refuge management (e.g., the Head of Operations) and staff could 

lead to the work and myself being associated with institutional power (Palmås and 

Busch, 2015; Pedersen, 2016). Furthermore, this perceived authority could indeed have 

been compounded by the perception that the chatbot was owned by Refuge and that, 

therefore, participants should express favourable opinions of it during the co-evaluation.

Issues of power and perceived authority have been previously discussed in codesign 

literature and are the subject of ongoing debate within the field, without any clear 

answer as to how to eradicate power inequalities within codesign projects (Palmås 

and Busch, 2015; Pedersen, 2016). In fact, PD literature often describes the creation of 

equal partnerships during collaboration and fails to acknowledge the more complex 

social dynamics unfolding beneath the surface (Bratteteig and Wagner, 2012; Palmås 

and Busch, 2015; Pedersen, 2016; Farr, 2018). As observed by Michelle Farr (2018), the 

attempt to create and report on “equal partnerships” between all those involved in 

codesign, including staff and service users, can obscure intricate structures and power 

dynamics that unfold in reality. Such structures are produced by different hierarchies and 

forms of social inequality that exist beyond the bounds of codesign, which commonly 

go unacknowledged in the reporting of PD projects.

Within this PhD work, cognisant of the possible perception of my own power as a 

researcher (Bratteteig and Wagner, 2012; Le Dantec and Fox, 2015) and as a collaborator 

with Refuge, various efforts to minimise the impact of perceived power were undertaken 

during the co-evaluation. Firstly, Refuge communicated that participation was entirely 

voluntary and did not, in any way, affect participants’ access to and use of their services. 

In fact, at all the shelters we visited, less than half the residents expressed interest in 

participating, which suggests that residents did not feel obliged to take part nor did 

they feel their access to Refuge services to be threatened. Secondly, during the briefing 
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sessions, I explained that the chatbot had been a product of collaboration between 

several groups of survivors and support workers from different organisations and that, 

therefore, ownership did not belong to me nor would I be offended by any opinions 

that participants may have expressed regarding chatbot. Thirdly, it was explained 

that I was not part of Refuge, Refuge had not commissioned the chatbot, nor was 

anyone being paid for the work being undertaken. Therefore, negative feedback would 

not have a financial impact on Refuge nor myself as an individual. Finally, the Tech 

Champion introduced her own role as accompanying me to the shelters and outreach 

services, as an escort necessary to conduct research in these locations, rather than 

as a collaborator on the project.

However, despite the efforts described above, it is still unclear to which extent partici-

pants understood the chatbot as a project being sponsored by Refuge’s management 

or, whether participants were comfortable in giving feedback that could be interpreted 

as negative. For myself, as a researcher and designer, some questions that remain are, 

for example:

 ċ did participants feel comfortable enough to tell us that they did not believe the 

chatbot met their needs? 

 ċ did participants feel comfortable enough to suggest an alternative solution that 

may, in their opinion, be more effective? 

 ċ did participants feel comfortable enough to question whether resources should’ve 

been spent elsewhere? 

These are questions to which I do not have answers. The support of Refuge senior 

staff may have indeed impacted participants’ opinions and evaluation of the chatbot 

to a greater or lesser extent. However, as with many other codesign projects, we have 

no reliable way of measuring this effect (Bratteteig et al., 2012). It is nonetheless true 

that without the full support of Refuge senior management, as a researcher, I would 

not have had access to the shelters and outreach service. In such a scenario, it is 

understandable that participants may perceive the researcher and Refuge to more 

strictly aligned with one another than the researcher and participants. On the other 

hand, without the demonstration of trust shown by Refuge, in relation to the research, 

participants would not have been able to take part in this work. Clarke at al. (2019) 

discuss the myriad ways in which trust is built throughout a codesign process and 

how it is fundamental to the success of such projects. Within DA, it would not have 
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been possible to carry out this evaluation alongside survivors living in refuge without 

Refuge’s trust and the my relationship with the organisation.

As a researcher, I too perceived power imbalances between myself and the institution 

that is Refuge. As a result, at times subconsciously, at other times consciously, I adapted 

my behaviour in light of what I supposed was expected of my role by Refuge. There 

was a sense of the fragility of the relationship and an effort to adapt according to 

Refuge’s timelines, availability, and willingness to arrange the co-evaluation sessions. 

The fragility is perhaps explained by the fact that Refuge, as an organisation, has many 

concurrent projects, operations, and other factors influencing their availability, which 

could all change momentarily and have a significant impact on the co-evaluation. As 

the designer and researcher responsible for the ongoing codesign, I felt it necessary to 

ensure the collaboration was as effortless for Refuge as possible, therefore, adapting 

the project timelines and resources to their needs, in order to guarantee continuation.

Other authors have argued that the eradication of power imbalances within codesign is 

utopian in nature (Le Dantec and Fox, 2015; Farr, 2018; Mulvale et al., 2019). Differences 

in hierarchy, skills, availability, financial position, and class, to name only a few, cannot 

be extinguished from the wider context, environment, and actors within which codesign 

unfolds. Therefore, the results of this co-evaluation should be interpreted in light of the 

hierarchies of power that may have manifested themselves in myriad ways throughout 

the process. This does not, however, reduce the significance of the collaborative work 

undertaken but rather enriches it with a lens of complex social relations within which 

it is undeniably embedded.

The complexity of involving “vulnerable” participants in codesign has been previously 

highlighted (Mulvale et al., 2016, 2019; Ssozi-Mugarura, Blake and Rivett, 2017; Spiel et 

al., 2020). Often, barriers to “vulnerable” groups taking part in research are related to 

cognitive, communication, conflict management and other skills that some groups may 

not have had the opportunity to develop, or even time commitments that are seen as 

too intensive (Mulvale et al., 2019). This was certainly true throughout this PhD. Often 

participants did not have time to take part or were initially intimidated by the literacy 

skills they perceived to be necessary. In this co-evaluation, through the development 

of trust with Refuge, we enabled survivors of DA to take part in shaping a tool that has 

ultimately been created and launched to address an issue highlighted by themselves 

as a community. Although power may not have been perfectly balanced between all 

stakeholder groups, a supportive institutional context was leveraged in such a way 
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that enabled participants to be involved in shaping a project that may have otherwise 

been developed without survivors’ contribution.

6.6.3 CO-EVALUATION, RESOURCES, AND CHILDCARE
The final points I would like to address in this discussion refer to 1) the (un)availability 

of childcare and 2) the issue of compensating participants fairly for their time.

Firstly, in retrospect, this project would have benefited from securing funding for 

childcare during the co-evaluation sessions with survivors. Childcare would have 

allowed survivors the headspace and time to fully engage in the sessions. Whilst the 

Tech Champion and I supported participants with childcare, participants had a sense 

that the children were being burdensome to us and, therefore, were concerned about 

the amount of time that the session was taking. For future work engaging survivors of 

DA, it seems imperative that budget for childcare is secured and the service is delivered 

in a format that meets participants’ needs.

Secondly, although the Research Ethics Committee decided that participants should 

not be compensated for their time, I believe that the specific circumstances of DA 

survivors warrant a more holistic and tailored approach to research participant com-

pensation. Survivors in refuge have fled their homes and have limited access to money 

and financial support, which are often controlled by the perpetrator. Furthermore, 

because survivors are living in refuge, finding and maintaining employment is not 

generally feasible. Survivors find themselves living in a shelter that is not their home, 

financially dependent on third-sector services, and solely responsible for childcare and 

maintenance (Bostock, Plumpton and Pratt, 2009). In this context, and based on my 

experience of working alongside survivors, it is my opinion that the ethical approach 

would be to compensate participants fairly for their time by offering, for example, an 

hourly wage or the equivalent in shopping vouchers.

Research participant compensation remains a contentious subject despite a wealth of 

literature exploring its tenuous impact on research (Permuth-Wey and Borenstein, 2009; 

Pandya and Desai, 2013; Collins et al., 2017). In the biomedical sciences, research ethics 

boards have traditionally been concerned that compensation may lead individuals to 

participate in research out of financial need, which could, in turn, mean that they would 

be unable to withdraw participation even when confronted with significant health risks. 

These concerns have prompted institutional restrictions by ethics boards, which have 
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subsequently led some researchers to provide little or no compensation for research 

participation (Permuth-Wey and Borenstein, 2009; Collins et al., 2017).

Within PD, the same trends can be observed (Kapuire, Winschiers-Theophilus and 

Blake, 2015). As discussed by Flicker at al. (2007), often little or no compensation is 

given to individual participants or community representatives. This further disempowers 

individuals and communities as it suggests that their time and energy are not as worthy 

of compensation as the time and energy of the researcher or institutional partners. 

Furthermore, this approach suggests that individuals and communities should partic-

ipate solely for the “privilege” of being invited to do so (Flicker et al., 2007), rather than 

acknowledging their expertise, the cost of their time, and their invaluable contributions 

to research as partners in codesign.

Within this context, researchers have previously argued that participatory methods can 

lead to the exploitation of those that are most vulnerable by engaging them in contrib-

uting free labour to funded institutional research (Ugalde, 1985; Byrne and Alexander, 

2006; Flicker et al., 2007). Although, in some cases, compensation may incentivise 

participants to take part solely for monetary reasons, it may also enable participation 

for those who wished to take part but were unable to do so due to time and resource 

constraints. In cases where researchers are permitted to compensate participants, 

participatory research projects have taken varied approaches to compensation, from 

honoraria (Hoeft et al., 2014) to paying for food and other gifts (Hussain, Sanders and 

Steinert, 2012; Winschiers-Theophilus, Bidwell and Blake, 2012; Hoeft et al., 2014; Duarte 

et al., 2019). However, compensation does not often accurately reflect the real time cost 

of participation (Hoeft et al., 2014).

In the case of this work, the REC (Research Ethics Committee) decided that no 

compensation be given to participants. Therefore, no compensation was given to 

participants for their time during the interviews or codesign workshops. However, 

for the co-evaluation, Refuge compensated participants with gift vouchers that could 

be used for food and other necessities in local high street shops. Refuge assumed a 

strong position that participants should be compensated for their time, especially since 

survivors were generous enough to participate in the research whilst going through an 

unimaginably challenging time in their lives. As a designer and as a researcher, I do 

not disagree with Refuge’s position. In fact, throughout this work, it has been my belief 

that adequate compensation should be given to participants to fittingly acknowledge 

their time, effort, and contribution to participatory research and design. Without their 
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participation, this work would not have been possible. It, therefore, seems unethical to 

compensate the researcher for her time, allow support workers to participate as part 

of their daily job-related responsibilities for which they are paid, but not compensate 

survivors. In fact, research that only involves minimal risk (e.g., does not involve clinical 

trials, tissue donation, etc.) is not made unethical through the provision of adequate 

compensation. Rather, it can enhance people’s options in terms of participation or 

non-participation rather than limiting them. Offering survivors appropriate compen-

sation for their time expands their options to travel and take part in research, rather 

than limiting their ability to give informed consent (Thompson, 1996; Goodman et al., 

2004; Andanda, 2009).

What is more, for participatory design PhD research that is not funded, university RECs 

should ensure that appropriate funds are available to compensate research participants 

for their time. Whether such compensation is monetary or takes other forms, such as 

food or shopping vouchers. The aim would be to ensure that community participants 

are compensated and feel that their time, expertise, and effort is equally as valued 

as that of research staff and/or other stakeholders taking part in their professional 

capacities, ensuring that PD processes are not socially exploitative in their structure.

6.7 CONCLUSION
The use of chatbots as a medium capable of delivering information in an always- and 

remotely-accessible manner has been explored before within sensitive contexts such 

as DA (Axiom88, 2016; Følstad et al., 2018; Good Hood, 2019). However, such efforts 

have not been developed alongside survivors of technology-facilitated abuse nor has 

their effectiveness been evaluated with survivors. This work, therefore, contributes a 

first attempt at using collaborative design methods to develop a deeper understanding 

of technology-facilitated IPA, co-create an intervention to address at least an aspect 

of the broader issue, and co-evaluate the codesigned output alongside survivors and 

support workers. This chapter specifically addresses the process of co-evaluation with 

survivors of IPA and support workers, within the context of a collaboration with Refuge, 

and contributes to existing discussions within PD and HCI with in-context reflections 

on issues of evaluation (Muller, 2007; Bossen, Dindler and Iversen, 2016; Whitham et 

al., 2019), power (Thorpe and Gamman, 2011; Le Dantec and Fox, 2015; Palmås and 

Busch, 2015; Farr, 2018), and participant compensation (Flicker et al., 2007; Steen, 2011; 

Hoeft et al., 2014; Collins et al., 2017) within PD approaches to research and design.
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7  
 
CONCLUSION
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This section summarises the contribution and implications of this PhD. It begins with 

a summary of the overall contributions to knowledge and practice. The next section 

discusses how the research questions have been addressed, and the chapter closes 

with an overview of further development and future work.

7.1 CONTRIBUTION TO KNOWLEDGE
This PhD work contributes in the following ways:

 ċ It extends existing knowledge on technology-facilitated IPA, how it is perpetrated, 

the gaps in existing support provision, and problematizes the need for survivors 

to be experts in digital privacy management to protect themselves. It does so by 

building upon existing work conducted in the US and Australia, with perspectives 

from UK-based NGOs and survivors seeking online peer support.

 ċ This work is, to the best of my knowledge, a first successful attempt to include 

survivors and support workers in co-creating a tool that tackles the issue of 

technology-facilitated IPA by providing visual instructional information on digital 

privacy. A tool that is now owned and updated by an NGO belonging to the 

community.

 ċ It has also been a first attempt at involving survivors of abuse in anticipating 

digital privacy threats, which in this case were related to smart homes.
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7.2 ADDRESSING THE RESEARCH 
QUESTIONS
The research questions addressed in this PhD work are listed below.

Can codesign with victims of technology-enabled domestic abuse (DA):

(RQ1) make a difference to understanding where the system of getting help and 

support breaks down? 

(RQ2) help enable the production of viable innovative design solutions to address 

this national (and global) challenge? 

(RQ3) inform how design studies understand codesign as a process of generative 

inquiry in addressing complex social problems? 

The following sections discuss the three research questions in turn, not only in relation 

to this work but also within the wider context of codesign.

WHERE THE SYSTEM OF GETTING HELP AND SUPPORT BREAKS 
DOWN (RQ1).
This project is a first attempt to involve survivors and support workers in understanding 

the complex landscape of technology-facilitated IPA and codesigning support solutions. 

Through interviews with survivors and support workers, as well as an analysis of online 

forum data (Chapter 3), this work identified:

 ċ a series of ways through which IPA is currently perpetrated using digital 

technologies (Chapter 3: Theme 1);

 ċ how survivors are using technology within the context of IPA (Chapter 3: Theme 

2);

 ċ the gaps in advice given by NGO support workers regarding digital privacy and 

security (Chapter 3: Theme 3);

 ċ a gap in survivors’ and support workers’ knowledge and confidence regarding 

digital privacy management (Chapter 3: Themes 2 &3).

Following on from the interviews and forum data analysis, which were focussed on 

understanding the current problem context (Chapter 3), the codesign workshops 
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then explored a near-future space of smart home technologies (Chapter 4). In collab-

oration with survivors and support workers, this work developed an understanding 

of survivors’ near-future concerns regarding smart home devices and interpersonal 

security (Chapter 4: Theme 4), as well as the scenarios in which they envision smart 

device abuse taking place (Chapter 4: Themes 1 & 2). The workshops also highlighted 

previously mentioned (Chapter 3) concerns regarding survivors and support workers’ 

self-identified gaps in digital privacy knowledge (Chapter 4: Theme 4) and NGOs’ 

lack of preparedness to deal with such novel threats as those posed by smart homes 

(Chapter 3: Themes 3 & 4).

Using a codesign approach allowed us to identify where the support provision system 

breaks down: support workers do not have the knowledge and training necessary to 

tackle digital privacy and security threats (RQ1). This was true for the current landscape 

of smartphones and social media but also emerged as a concern that would be made 

worse by the Internet of Things and smart homes. Survivors and support workers felt 

that the adoption of smart devices in the home made the work of managing one’s 

digital privacy and security even more complex than it is now, with a plethora of new 

gadgets, platforms, and privacy settings to effectively manage.

Furthermore, the speculative nature of the workshops, where participants were in-

vited to imagine a near-future home equipped with smart devices, identified a series 

of interpersonal privacy issues in the design of smart homes. Work in the space of 

interpersonal privacy and smart homes has begun to emerge (Mennicken and Huang, 

2012; Mäkinen, 2016; Rode and Poole, 2018; Geeng and Roesner, 2019; Strengers 

et al., 2019; Huang, Obada-Obieh and Beznosov, 2020; Tabassum et al., 2020) but 

it has not yet explored contexts such as domestic abuse where the consequences 

of technology design flaws may be many degrees more severe. As argued by Mike 

Monteiro (2019), designers are at least partially responsible for the products they 

develop and put into the world. The design of smart home devices has been lacking in 

research on misuse and abuse with diverse audiences that can inform the design and 

development processes (Rohracher, 2003; Zheng et al., 2018; Strengers et al., 2019). 

This PhD work contributes to the field by providing the point-of-view of “users” who 

are commonly excluded from design processes and, therefore underserved or even 

potentially harmed by novel technologies such as smart home devices.

In summary, a codesign approach with survivors of IPA and support workers has 

identified several gaps:
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 ċ a gap in NGO professionals’ training and knowledge on digital privacy, which 

would enable them to support survivors more confidently;

 ċ a gap in materials and tools to support survivors with digital privacy management;

 ċ a gap in the design of smart home devices, which have historically been targeted 

at a very specific set of “users” at the cost of exclusion of all others.

Other existing work in Australia and the US has identified similar gaps in support 

service provision (Dimond, Fiesler and Bruckman, 2011; Woodlock, 2016; Freed et al., 

2017; Matthews et al., 2017; Harris and Woodlock, 2018), reporting on similar trends 

regarding support worker and survivors’ confidence and knowledge on digital privacy. 

However, this is the first study to research and document these findings in a UK NGO 

context. It is also, to the best of my knowledge, the first to find similar trends in online 

communities where survivors seek peer-to-peer support and information exchange 

and may, or may not, be engaged with formalised support services. (Chapter 3). 

Finally, although existing work has explored issues of interpersonal privacy and smart 

homes with different types of households, such as shared accommodation (Huang, 

Obada-Obieh and Beznosov, 2020), my work presents a first attempt at gathering and 

problematising IPA survivors’ concerns regarding these novel technologies.

THE PRODUCTION OF VIABLE INNOVATIVE DESIGN SOLUTIONS TO 
ADDRESS THIS NATIONAL (AND GLOBAL) CHALLENGE (RQ2).
As previously mentioned, a codesign approach enabled survivors and support workers 

to collaborate in creating a set of ideas to tackle the issue of technology-facilitated IPA 

(Chapter 4: Theme 5). Previous work researching technology-facilitated IPA has not 

involved survivors in problematising and generating ideas to address digital privacy 

and security issues but has largely focussed on understanding the dynamics and 

prevalence of the problem (Southworth et al., 2007; Dimond, Fiesler and Bruckman, 

2011; Woodlock, 2016; Freed et al., 2017, 2018; Matthews et al., 2017; Chatterjee et al., 

2018; Harris and Woodlock, 2018).

The practice-led nature of this PhD has been effective in introducing survivors’ voices 

into designing ideas to address some of the interpersonal privacy concerns enabled by 

digital technologies. Amongst the codesigned ideas developed by survivors and support 

workers (Chapter 4: Theme 5), in collaboration with me as a designer/researcher, was 

that of creating educational materials appropriate to the problem at hand. Participants 
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identified two main gaps that need to be addressed through educational materials, the 

first that support workers do not have the necessary knowledge and training to give 

advice on digital privacy, and the second that survivors do not understand or have the 

knowledge required to manage a plethora of privacy settings across all their devices.

To address the above-stated problem area, a chatbot was co-developed alongside 

staff and survivors from Refuge. As described in Chapter 5, the chatbot delivers digital 

privacy management information in the form of step-by-step videos. The chatbot was 

evaluated and deployed on Refuge’s website where it is now live for survivors to use. 

Recent usage statistics from 05/09/2020 to 27/11/2020 (90 days) show that 971 people 

have interacted with the chatbot over this period. Of the top-level menu items, Location 

Settings was selected 277 times, WhatsApp 269, Social Media 185, iCloud & Apple 

ID 52 times. From 09/01/2020 to 31/03/2020 (90 days), before the COVID-19 social 

distancing measures, 164 individual people used the chatbot. This suggests a marked 

increase in usage which is consistent with media reports on the increase of domestic 

abuse during the lockdown (Oppenheim, 2020; Townsend, 2020). The remote nature 

of the chatbot means that survivors of technology-enabled IPA can access it without 

being engaged with formal support services, as well as without meeting a support 

worker face-to-face or calling a helpline. The chatbot can be remotely accessed in a 

more silent, and therefore private manner than, for example, a helpline. In this context, 

codesign has been effective as a method for understanding the problem area and 

creating a viable solution to address it (RQ2). Furthermore, a codesign methodology has 

also been successfully used to create a service that is now owned and given longevity 

through one of the stakeholder organisations, beyond the involvement of research 

grant funding. In fact, Refuge is currently translating the chatbot into Polish, Urdu, and 

Spanish with the intention of reaching more survivors in their native languages.

In addition to the chatbot and to influence the development of smart home devices, this 

work has also produced a set of guidelines to inform smart home privacy design, which 

can be accessed here1. Furthermore, the results of the interviews, forum data analysis, 

and workshops have been presented at academic and technology design conferences 

(Leitão, 2017, 2018b, 2018a, 2019a, 2019b) and used to raise awareness through popular 

media outlets (Braithwaite, 2018; Harper and Hellen, 2019). As a consequence of those 

publications, this work has been used to promote awareness of technology-facilitated 

IPA on technology podcasts, namely Slate’s If/Then and the BBC’s Digital Human, as well 

as to promote change within the field of smart home design. Facebook’s division for the 

1 http://roxanneleitao.com/smarthome/

http://roxanneleitao.com/smarthome/
http://roxanneleitao.com/smarthome/
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design and development of smart homes — Portal — has organised for a workshop to be 

held where I will problematize some of their work with IPA in mind, and collaborate with 

their designers in tackling identified interpersonal privacy issues. This research has also 

been presented at Designit in London. Designit is a global design agency specialising 

in a number of services including the design of digital technologies. In engaging with 

industry and the people responsible for designing digital services, through this work’s 

findings, I aim to raise awareness of technology-facilitated IPA and offer technologists a 

way of accessing survivors’ experiences and using them to better inform their designs.

In summary, codesign with survivors and support workers has been an effective method 

of producing a viable design solution to address the issue of technology-facilitated 

IPA. It has also been effective as a tool for producing a set of findings and guidelines 

that are being used to raise awareness of the issue amongst technology designers 

and producers.

CODESIGN AS A PROCESS OF GENERATIVE INQUIRY IN ADDRESSING 
COMPLEX SOCIAL PROBLEMS (RQ3)
As discussed in the sections above, codesign was effective as a method both for inquiry 

into the problem space as well as in the co-creation of solutions to address a particular 

facet — digital privacy management — of the wider issue of technology-facilitated IPA.

In a similar manner to many other codesign projects aimed at tackling complex social 

problems (Manzini and Coad, 2015), this PhD research involved participants perceived 

to be “vulnerable” and therefore, required additional thought and preparation to be 

carried out ethically and sensitively. As Butler et al. (2016, p. 1) argue, the concept of 

vulnerability is socially constructed and “requires and implies the need for protection”, 

whilst being tied to notions of victimisation and the inability to take action for oneself. 

In this context, researchers often see themselves as taking action to “rescue” “vul-

nerable” individuals or communities through the rhetoric of participatory design and 

the involvement of “marginalised” groups in projects with institutions who hold more 

power than participants do, such as universities, the public sector, and NGOs (Butler, 

Gambetti and Sabsay, 2016). 

Björgvinsson and Keshavarz (2020), provide a recent and compelling case-study 

illustrating how the power dynamics involved in codesign, where the University and 

public-sector partner defined the scope and aims of a codesign project, ultimately led 

to the demise of a “marginalised” grassroots community organisation. In their case-
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study, the researchers and a partner media company decided to promote a specific 

leader of the grassroots over the other leaders, due to their institutional agendas and 

interests, whilst failing to recognise the influence that such behaviour would have on 

the social relations within the grassroots organisation itself. Although “vulnerability” 

is often associated with an inability to take action or the need for others to take action 

on their behalf, that was not the case for the members of this grassroots organisation, 

nor does it reflect a universal truth (Butler, Gambetti and Sabsay, 2016). The work 

of Björgvinsson and Keshavarz (ibid.) highlights how codesign projects aimed at 

addressing social problems, with the best intentions toward a particular “vulnerable” 

community, may unwittingly provoke negative effects on such communities. In such 

contexts, an understanding of the community, as well as internal and external power 

dynamics, is essential to the ethical carrying-out of such projects, as the intervention 

of researchers – albeit with good intentions — may not be in the best interest of the 

community (Le Dantec and Fox, 2015; Björgvinsson and Keshavarz, 2020).

I discuss the work of Björgvinsson and Keshavarz (ibid.) because it has relevance to 

the broader argument that a priori guidelines-based ethics may not always be appro-

priate, as unforeseen circumstances and dynamics between participants unfold in 

unexpected ways during participatory research (Flicker et al., 2007; Tutenel, Ramaekers 

and Heylighen, 2019; Spiel et al., 2020). Ethics boards often grant approval for research 

based on pre-composed research procedures, consent forms, and information sheets, 

which is the standard approach to ethics in research and co-design (Guta, Nixon and 

Wilson, 2013; Munteanu et al., 2015) but does not guarantee the ethical unfolding of 

a given piece of work. As argued by Preissle and Han (2012, p. 516), “ethics at best 

are frameworks that guide decision making. They are not rules, regulations, or laws. 

Even ethicists who claim absolute values struggle with how those values apply in any 

given situation”.

Within the context of this PhD, and in the wider context of codesign projects, I believe 

a relational (Ellis, 2007) approach to ethics could have been better suited to the partici-

pants and the research. Relational ethics recognises the importance of the relationship 

built between researchers and participants. It aims for a relationship of mutual respect 

and dignity between researchers, participants, and communities and acknowledges 

that these relationships change over time. Researchers engaged in relational ethics 

are expected to be true to their characters and values, as well as responsible for their 

actions and their consequences on others, in constant adaptation as relationships mutate 

over time (Ellis, 2007). However, with a priori ethics, there is little room for adaptation 
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once the research has been granted ethical approval. Meaning that procedures devised 

before the research begins have to be rigidly imposed throughout the research. Within 

this PhD work, an approach based on the principles of relational ethics, in an ongoing 

dialogue between the researcher (me), participants, and the ethics board, perhaps 

could have allowed space for:

 ċ acknowledging participants’ agency and capacity in negotiating their own terms 

of participation, rather as passive agents who either agree, or do not agree, 

to the terms imposed in the Participant Information Sheet and Consent Form;

 ċ negotiating compensation between the University, NGOs, and participants so 

that the compensation felt fair and just, whilst remaining within limits related 

to concerns over participant compensation (e.g., participants ignoring risks in 

favour or monetary compensation) (Pandya and Desai, 2013; Hoeft et al., 2014; 

Collins et al., 2017);

 ċ reflexively updating the informed consent process for participants who did not 

understand all the written information in the Participant Information Sheets 

and Consent forms.

The first bullet point emerges from a belief, based on my experience of conducting 

this work, that the current approach to ethics deprives participants from becoming 

truly involved in codesign and taking ownership of their contribution (Flicker et al., 

2007; Tutenel, Ramaekers and Heylighen, 2019). A process in which the researcher 

and the university set the terms of participation and whoever does not agree with 

them is excluded, creates a dynamic in which the researcher takes information from 

the participants but does not give them the opportunity for credit nor ownership (Le 

Dantec and Fox, 2015). Participants’ life experiences and stories essentially become 

the property of the researcher, who is permitted to use that material for academic 

publication. The researcher is the recipient of credit and career progression, whilst 

participants often do not gain comparable benefits (Robertson and Wagner, 2013). A 

relational approach to ethics, in which trust is placed on the researcher to negotiate 

terms of participation with care, rather than relying on a priori ethics, allows participants 

space to voice their opinions on matters of compensation, anonymity, ownership, credit, 

and levels of involvement, should they wish to do so.

On the second bullet point, as already discussed at more length in Section 5.5, the 

support workers and I, as a researcher, were compensated for the time we dedicated 
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to the project, whilst survivors did not receive any compensation. Whilst this feeds 

into broader arguments of participant compensation in research (Hoeft et al., 2014; 

Collins et al., 2017), I believe, based on my own experience, that an agreement could 

have been reached where participants were compensated, at least in some form, for 

their time whilst not being coerced into participation. Compensation could have been 

monetary, in the form of food vouchers, or any other form that felt just, but should 

have demonstrated that we respect and value survivors’ time and contribution to the 

work. A relational ethics approach could have allowed for a discussion to take place 

between the researcher, the NGOs, survivors, and the ethics board with regards to what 

fair compensation might have looked like within the scope of a PhD research project.

Codesign cannot continue to benefit from the often-free labour of participants to 

progress academic careers or the interests of public sector collaborators without 

adequately acknowledging the community individuals that take part both in terms 

of compensation and acknowledgement (Robertson and Wagner, 2013). As argued 

by Flicker et al. (2007, p. 482), “[d]espite ethical strictures to avoid creating coercive 

economic conditions (e.g., offering honoraria so high that economically disadvantaged 

persons may feel obliged to participate), it is also important to value and compensate 

all community members on a collaborative team for their time”.

Finally, regarding the third bullet point, during the research and design activities it 

became clear the information in the Participant Information Sheets and Consent 

Forms, more often than not, had to be explained verbally either by me or by an NGO 

staff member. Participants were generally satisfied with the verbal explanation and 

signed the Consent Form without reading the Participant Information Sheet in much 

detail. This happened because ethics board requirements for the information in these 

documents were too complex, and too lengthy, for the literacy levels observed in most 

participants. In hindsight, these documents could have been simplified to contain 

only strictly essential information in day-to-day language. For example, detail such as 

where the data is stored and how to access it was not interesting to participants. All 

participants wanted to know was that the information was securely stored and that 

nobody apart from the me and my supervisory team would have access to it. 

However, for research materials to be adapted to the particular contexts in which they 

are used, it would require dynamic ethics review processes that allow researchers 

the space and freedom to involve participants and ethics boards in open, timely, and 

ongoing discussions that continually shape the research materials. Although codesign 



201

can be used as a process of generative inquiry into complex and dynamic contexts, it 

also needs to adapt to the particular ethical challenges that such contexts present, as 

do the structures and bodies that govern codesign within academia.

7.3 RESEARCH DEVELOPMENT & FUTURE 
WORK
The interviews phase of this work was limited to only two survivors based in the 

UK, whilst the other two were based in the US. All NGO staff were based in the UK 

therefore, the interviews contribute to an understanding of technology-facilitated IPA 

and support provision in the UK, mainly from the perspective and experience of NGO 

staff. NGO staff experience gave the study insight not only into support provision but 

also into survivors’ experiences through the retelling of their stories through their 

support workers. Nonetheless, the interview phase lacked first-person accounts of 

technology-facilitated IPA in the UK. 

The interviews, codesign workshops, and co-evaluation were only performed with 

survivors engaged with formal support services. This was a requirement from the ethics 

board but it does mean that we do not have insight into the lives of survivors who had 

left their abusive partner but had never engaged with professional support provision. On 

the other hand, the forum data gave the study insight into the experiences of survivors 

seeking online peer support regarding technology-facilitated IPA, who may not have 

been engaged with professional support services. However, these survivors were not 

involved in the collaborative design activities and therefore, did not contribute directly 

to the final solution.

Furthermore, all the survivors involved in the interviews, codesign workshops, and 

co-evaluation were female and had been in a heterosexual relationship with the abuser. 

Although a few of the support workers also supported women in same-sex relation-

ships, the focus of this work was still on heterosexual relationships where the abuser 

was male. In the future, I aim to extend this work beyond heterosexual relationships to 

included survivors involved in same-sex relationships.

Finally, given the qualitative design-led nature of this work, my aim is not that the 

insights be generalisable to a wider population experiencing technology-facilitated 

IPA. The aim was to understand participants’ specific experiences in sufficient detail to 

design an intervention that may be useful to people going through similar experiences. 
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In the future, we aim to extend the chatbot to include support on digital privacy man-

agement for smart home devices. This has not yet been included due to the fact that 

smart devices are not widespread in the UK and therefore, by publishing information 

about these devices we might have been informing abusers as well. Additionally, we 

aim to translate the chatbot and the instructional videos into a series of languages 

relevant to the survivor community in the UK, which Refuge has already begun to do 

and will continue.

In parallel, my aim is to continue advocating within technology design and industry 

circles, to influence the future design of privacy features and controls for smart home 

devices.
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Research Project Title

Codesigning Support Solutions for Victims of Cyberstalking and Abuse: reclaiming 
privacy and safety on the Internet of Things

What is the purpose of the study?
We invite you to take part in a research study 

that aims to better understand the individual 

experiences of people who have been in an abusive 

relationship. We are collecting information on 

people’s experiences of abuse enabled by tech-

nology, such as cyber-stalking and -harassment. 

The information we gather will contribute to a 

project investigating the use of digital tech-

nologies — such as smartphones, sensors, and 

connected home devices — to improve the services 

available to victims of domestic abuse. What we 

find may be used to develop:

• further information and support for people 
going through domestic abuse;
• training materials for health, social care, 

and law-enforcement professionals;
• public presentations and awareness raising 

events;
• research papers.

Why have you been asked to take part?
You have been contacted because we want to 

interview people who have experienced domestic 

abuse that had a component of technology-enabled 

abuse. We will interview a range of people who 

have had such experiences.

Who is performing the study?

The researcher’s name is Roxanne Leitão. She is 

undertaking her PhD studies at the University of 

the Arts London. The supervisory team includes 

Dr. Matt Malpass and Prof. Lorraine Gamman.

What will you be asked to do?
We will ask you to participate in an inter-

view with the researcher. A trained domestic 

abuse counsellor will be present, should you 

need any support. If you choose to participate, 

we will arrange an interview at a safe time that 

suits you. The interview will be conducted over 

Skype. The interview will be video recorded, so 

the researcher can later analyse the recording 

instead of taking extensive notes during the 

interview.

How often and for how long?
The interview will be about 1 hour. There 

will only be one interview. Once the researcher 

has analysed the interview and summarised the 

results, these will be sent back to you so you 

can review them and let her know if anything was 

misinterpreted.

When can I discuss my participation?
You can contact the researcher if you are 

interested in finding out more about the study 

r.leitao@csm.arts.ac.uk. She will be happy to 
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discuss it with you and provide more information.

After this, if you choose to participate, there 

will be a briefing session, before the interview 

itself. You can choose to leave the study at any 

point and without giving an explanation.

If you have any concerns about this 

research, please contact UAL Research Ethics:  

researchethics@arts.ac.uk.

Who will be responsible for the information?
The information will be securely stored and 

encrypted by the researcher, even after the 

study is over.

Who will have access to it?
Only the researcher, Roxanne Leitão, and her 

supervisors (Dr Matt Malpass, Prof Lorraine 

Gamman, and Dr Peter Hall) will have access to 

the data.

How will you use what you find out?
The findings will be used in a PhD project called 

“Codesigning Support Solutions for Victims of 

Cyberstalking and Abuse: reclaiming privacy and 

safety on the Internet of Things”. They may also 

be used in academic publications, presentations, 

and reports.

Will anyone be able to connect me with what 
is recorded and reported?

The interview recordings will be anonymised. 

Nobody will be able to link you to the research.

How long is the whole study likely to last?
The whole study is likely to last another 2 

years. The interview will last 45 min to an hour.

Can I find out about the results of the study?
The results will be published on a website 

hosted by University of the Arts London. You 

will be given the address of the website directly 

after the interview.

What if I do not wish to take part or change 
my mind during the study?

Participating in this study is entirely volun-

tary. If you wish to participate you can get in 

touch with Domestic Shelters or email r.leitao@

csm.arts.ac.uk. You can withdraw participation 

at any time, without giving reason. If you do 

decide to attend the interview, you can choose 

not to answer the questions, or even end the 

interview without giving reason if anything is 

making you uncomfortable.

What support will be in place for me?
Given the nature of this study, it is highly 

unlikely that you will suffer harm by taking 

part. However, we have arranged for an experi-

enced domestic abuse counsellor to be present in 

the interview, just in case you feel that you 

need support.

If you have any questions, please contact:
Roxanne Leitão 

University of the Arts London

r.leitao@csm.arts.ac.uk

If you have any concerns, please contact:
Research Ethics 

University of the Arts London

researchethics@arts.ac.uk
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Research Project Title

Codesigning Support Solutions for Victims of Cyberstalking and Abuse: reclaiming 
privacy and safety on the Internet of Things

What is the purpose of the study?
We invite you to take part in a research project 

that aims to understand the threats that novel 

technologies may pose to victims of domestic 

abuse. We are focussing on technology-enabled 

forms of staking and abuse, as well as what can 

be done to provide better support to victims 

going through this.

Why have you been asked to take part?
You have been asked to take part in this study 

because you are a professional with experience 

in dealing with cases of domestic abuse.

Who is performing the study?
The researcher’s name is Roxanne Leitão. She is 

undertaking her PhD studies at the University of 

the Arts London. The supervisory team includes 

Dr. Matt Malpass and Prof. Lorraine Gamman.

What will you be asked to do?
We will ask you to participate in a one-to-

one interview with the researcher. The interview 

will be video recorded, so the researcher can 

later analyse the recording, instead of taking 

extensive notes during the interview.

All the information will be anonymised so that 

you cannot be linked back to it.

Where and when will this take place?
The interview will either take place at Central 

Saint Martins in King’s Cross (London) or at the 

headquarters of the charity that has contacted 

you, before the end of 2017. If you choose to 

participate, we will organise a time and date 

that is most convenient for you.

How often and for how long?
The interview will last about 1 hour. There 

will only be one interview. Once the researcher 

has analysed the interview and summarised the 

results, these will be sent back to you so you 

can review them and let her know if anything was 

misinterpreted.

What kind of questions will we ask?
We will ask questions about your profession-

al experience in supporting victims of domestic 

abuse.

When can I discuss my participation?
You can contact the researcher if you are 

interested in finding out more about the study 

r.leitao@csm.arts.ac.uk. She will be happy to 

discuss it with you and provide more information.

After this, if you choose to participate, there 

will be a briefing session, before the interview 

Invitation /
Information
Sheet



itself. You can choose to leave the study at any 

point and without giving explanation.

If you have any concerns about this research, 

please contact UAL Research Ethics: researcheth-

ics@arts.ac.uk.

Who will be responsible for the information?
The information will be securely stored and 

encrypted by the researcher, even after the 

study is over.

Who will have access to it?
Only the researcher, Roxanne Leitão, and her 

supervisors (Dr Matt Malpass, Prof Lorraine 

Gamman, and Dr Peter Hall) will have access to 

the data.

How will you use what you find out?
The findings will be used in a PhD project called 

“Codesigning Support Solutions for Victims of 

Cyberstalking and Abuse: reclaiming privacy and 

safety on the Internet of Things”. They may also 

be used in academic publications, presentations 

and reports.

Will anyone be able to connect me with what 
is recorded and reported?

The interview recordings will be anonymised. 

Nobody will be able to link you to the research.

How long is the whole study likely to last?
The interview will last an hour. It is part of 

a larger study that is likely to last a further 

2 years.

Can I find out about the results of the study?
The results will be published on a website 

hosted by University of the Arts London. You 

will be given the address of the website after 

the interview.

What if I do not wish to take part or change 
my mind during the study?

Participating in this study in entirely volun-

tary. If you wish to participate you can get in 

touch with the person who sent you this email, 

or email r.leitao@csm.arts.ac.uk. You can with-

draw participation at any time, without giving 

reason. If you do decide to attend the interview, 

you can choose not to answer the questions, or 

even to end the interview without giving reason.

If you have any questions, please contact:
Roxanne Leitão 

University of the Arts London

r.leitao@csm.arts.ac.uk

If you have any concerns, please contact:
Research Ethics 

University of the Arts London

researchethics@arts.ac.uk



9 GATHERING 
INSIGHT: INTERVIEWS 
& FORUM DATA

B 
 

CONSENT FORM 
INTERVIEWS



Consent
Form

Please answer the following questions by ticking the response that applies.

1. I have read the Information Sheet and the study has been explained to me.

2. My questions about the research have been answered to my satisfaction and  
I understand that I may ask further questions at any point.

3. I understand that I am free to withdraw from the interview, without giving  
a reason for my withdrawal or to decline to answer any particular questions without any 

consequences to my future treatment by the researcher.

4. I agree to provide information under the conditions of confidentiality set  
out in the Information Sheet.

5. I wish to participate under the conditions set out in the Information Sheet.

6. I consent to the information collected during this study, once anonymised  
(so that I cannot be identified), being used for other research purposes.

7. I consent to the information collected during this study, once anonymised  
(so that I cannot be identified), being used to raise awareness of domestic  

abuse and to train professionals.

8. I consent to the researcher owning the data gathered in this interview.

9. I consent to being contacted about future research related to this project.

Your name

Researcher’s name

Your signature

Researcher’s signature

Date

Date

Research Project Title

Codesigning Support Solutions for Victims of Cyberstalking and Abuse: reclaiming 
privacy and safety on the Internet of Things
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If you have any questions, please contact:
Roxanne Leitão 

University of the Arts London
r.leitao@csm.arts.ac.uk

If you have any concerns, please contact:
Research Ethics 

University of the Arts London
researchethics@arts.ac.uk
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Research Project Title

Codesigning Support Solutions for Victims of Cyberstalking and Abuse: reclaiming 
privacy and safety on the Internet of Things

What is the purpose of the study?
We invite you to take part in a research 

workshop to brainstorm and prototype ways for 
victims of domestic abuse and stalking to 
stay safe online. In order to do so, you will 
be asked to engage in discussion with other 
survivors and support workers during the 
workshop. The results of the workshop will be 
useful in several ways:

• To develop further information and support
for people going through intimate surveil-
lance;
• To support improvement in the services

offered to victims;
• To develop training materials for health,

social care, and law-enforcement profession-
als;
• To be used in public presentations and

awareness raising events; 
• To write research papers.

Why have you been asked to take part?
You have been contacted because of your partic-

ipation in a domestic abuse support group.

What will you be asked to do?
You will be asked to participate in 

a workshop, in groups of 4-6 people. 

Collaboratively, you will be discussing 

challenges facing victims and survivors with 

regards to technology and stalking.

Where and when will this take place?
The workshop will take place at the West Norfolk 

Deaf Association, Railway Rd, King's Lynn 

PE30 1N on Monday 11th March.

When can I discuss my participation?
If you would like to discuss your 

partic-ipation you can contact the researcher, 

Roxanne, at r.leitao@csm.arts.ac.uk. She will be 

happy to discuss it with you and provide more 

information. If you have any concerns about the 

study, you can contact Research Management at 

the Univer-sity of the Arts London — 

researchethics@arts. ac.uk.

Who will be responsible for the information?
The information will be securely stored 

and encrypted by the researcher, even after 

the study is over.

Who will have access to it?
Only the researcher, Roxanne Leitão, and 

her supervisors (Dr. Matt Malpass, Prof. 

Lorraine Gamman, and Dr. Peter Hall) will have 

access to the data.

Invitation/
Information
Sheet



How will you use what you find out?
The findings will be used in a PhD project 

called “Codesigning Support Solutions for Victims 

of Cyberstalking and Abuse: reclaiming privacy 

and safety on the Internet of Things”. They may 

also be used in articles, academic publications, 

presentations, dissemination materials, and 

reports.

How long is the whole study likely to last?
This is part of a larger study that is likely 

to last another 1 year.

Can I find out about the results of the study?
The results will be published on a website 

hosted by the University of the Arts London.

What if I do not wish to take part or change 
my mind during the study?

Participating in this study is entirely volun-

tary. If you wish to participate you can get in 

touch with the person who sent you this email, 

or email r.leitao@csm.arts.ac.uk. You can with-

draw participation at any time, without giving 

a reason. If you do decide to attend, you can 

choose not to cease participation without giving 

a reason.

If you have any questions, please contact:
Roxanne Leitão 

University of the Arts London

r.leitao@csm.arts.ac.uk

If you have any concerns, please contact:
Research Ethics 

University of the Arts London

researchethics@arts.ac.uk
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Consent
Form

Please answer the following questions by ticking the response that applies.

1. I have read the Information Sheet and the study has been explained to me.

2. My questions about the research have been answered to my satisfaction and  
I understand that I may ask further questions at any point.

3. I understand that I am free to withdraw from the study, without giving  
a reason for my withdrawal or to decline to answer any particular questions without any 

consequences to my future treatment by the researcher.

4. I agree to provide information under the conditions of confidentiality set  
out in the Information Sheet.

5. I wish to participate under the conditions set out in the Information Sheet.

6. I consent to the information collected during this study, once anonymised  
(so that I cannot be identified), being used for other research purposes.

7. I consent to my picture being taken, in group settings, during the course of the 
workshop, with the understanding that it will not be publicly distributed, unless 

adequately anonymised.

8. I consent to the data, gathered in this workshop, being owned by the researcher.

9. I agree to behave in a manner that is respectful of the participants involved in this 
workshop, and to be mindful of the effects that my words and actions may have on others.

Your name

Researcher’s name

Your signature

Researcher’s signature

Date

Date

Research Project Title

Codesigning Support Solutions for Victims of Cyberstalking and Abuse: reclaiming 
privacy and safety on the Internet of Things
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If you have any questions, please contact:
Roxanne Leitão 

University of the Arts London
r.leitao@csm.arts.ac.uk

If you have any concerns, please contact:
Research Ethics 

University of the Arts London
researchethics@arts.ac.uk
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27th February 2019 
 

Survivors’ Experiences of Tech Abuse Consultations 
Feedback on chatbots 

 
 
Introduction 
 
Refuge recently carried out consultations on the use of technology to abuse, entitled Survivors’ 
Experiences of Tech Abuse. Over a series of one-to-one interviews and focus groups, survivors in 
Refuge’s services were asked what technology they used, whether technology had been used to abuse 
them, what impact the abuse had on them, and what they would recommend Refuge, the government, 
and tech companies do to better support survivors.  
 
During the consultations, survivors were specifically asked whether they thought it would be helpful for 
Refuge to have a chatbot on their website. They were also asked additional questions which might be 
used to gain information on what survivors would like to see on a chatbot. The purpose of this was for 
Refuge to gain information on whether survivors liked the idea of the organisation installing a chatbot 
on their website, whether it is something they think they would use, and what they might want to use it 
for. Refuge will use this information to decide whether to install a chatbot and, if so, what content users 
want from it.  
 
 
Structure 
 
The Survivor Engagement Coordinator consulted a total of 12 survivors in one-to-one semi-structured 
interviews. These were conducted face-to-face, with one being conducted over the phone. They lasted, 
on average, one hour. A total of 36 survivors were consulted over 5 focus groups which lasted, on 
average, one and a half hours.  
 
One-to-one interviews were conducted first and participants were asked the following questions which 
may be relevant to gaining information on chatbots: 

1. Is there a way that we can make information more easily available? Or make help easier to 
access? (Either by using technology or not?) 

2. Refuge is thinking of having a chatbot on their website. This would appear as a box in the 
corner of the webpage where you could type a question. A computer-generated response 
would then provide guidance or ‘how-to’ notes on how to stay safe or get help. Do you think 
this is something that would be helpful? Is it something you think you might use? 

3. Is there anything you think Refuge could do better to help women experiencing tech 
abuse?  

After these interviews, Jane Keeper, Director of Operations, Roxanne Leitao, PhD Researcher at the 
University of the Arts London, and Carole Baillie, Survivor Engagement Coordinator, developed a 
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question  which aimed to gather information that would be useful when developing a chatbot. The 
following question was decided upon: 

“If you were looking online for support because someone is using you or your children’s phone, 
online accounts or any other technology to abuse, stalk or harass you, what support or 
information would you need most?” 

 
This question was added to the IMPACT casework management system and should appear on all open 
cases, prompting Refuge staff to ask all service users. The purpose of this was also explained to 
Service Managers so that they could discuss with staff and encourage responses. The Survivor 
Engagement Coordinator conducted 5 focus groups and asked this question, or a version of this 
question, at 4 of the focus groups. 
 
We focused on the experiences of survivors who fit into the following three categories, as they may be 
considered particularly vulnerable and may have their experiences overlooked:  

• young survivors aged 25 and below 
• survivors with disabilities and illnesses that impact their ability to complete day-to-day tasks 

(both mental and physical disabilities and illnesses) 
• Survivors of Black, Asian, minority ethnic and refugee (BAMER) backgrounds 

 
 
Results from consultations 
 
Number of women asked in one-to-one interviews: 8 

• Number that believe it would be helpful: 3 
• Number that believe it might be helpful/somewhat helpful: 4 
• Number that do not think it would be helpful: 1 (because she preferred live chat)  

 
Number of women asked in focus groups: 30 

• All of the groups generally said yes they think it would be helpful, no one spoke out to say they 
did not think it would be helpful 

• In one group there was a discussion about how this should not replace the advice that refuge 
workers give a woman over the phone before coming to refuge. As people are in a panic when 
fleeing, they are unable to think clearly to go onto a chatbot. Participants felt it was important to 
walk women through it step by step over the phone (for example how to turn off your location 
settings, what documents to bring, etc.). 

 
 
‘Do you think a chatbot would is something that would be helpful?’  
 

• Thinks it might be helpful - it would be a silent way to seek help 
• "Would be somewhat helpful for short-term questions" – for quick information, but not for long-

term, complex support.  
• If it could happen in an app that would be great, but if not she still thinks it would be useful. She 

suggests Refuge posts on their social media accounts that they have a chatbot and provide 
links to the webpage. The chatbot should be mobile friendly as young people tend to use their 
phones (this survivor was under-18). 
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• It would be especially helpful if it answered with simple diagrams. The tech abuse team gave 
her many documents on how to secure her devices, but some quick diagrams on the chatbot 
would be more straightforward for people quickly looking for help. 

• She said she finds live chat helpful. Sometimes you feel anxious speaking to a person on the 
phone so typing is better (she suffers from an anxiety disorder). If you're really upset you don't 
want to be crying over the phone. She also believes live chat could be helpful for women living 
in refuges. For ex. you might not want to speak to the staff there that you see every day about 
something embarrassing. Perhaps you don't have enough money for food and don't want to 
ask them for a food voucher, maybe you could use the live chat even within Refuge so it's 
anonymous and they can make a referral for you. She would use live chat. 

• She thinks it could be helpful. However, someone is unlikely to type in 'how do I turn off my 
location settings on my phone' because they are unlikely to know that they need to do that. 
Perhaps the chatbot could give people more general advice on 'steps on how to get safe' then 
within that it could give advice on location settings.  

• It would be good if there was some way it could tell that someone was in crisis and needed to 
speak to a human, then a human could type to them or call them.  

• Refuge needs to be careful that the information it is providing on the chatbot cannot be used by 
a perpetrator to learn new ways to abuse. 

• It should include really simple steps and diagrams. Make it easy. 
• This could be useful for women once they have moved out of refuge too as they will not have 

the support worker there to tell them how to secure devices. 
 

 
What information or help do you think the chatbot should provide? 
 

• Answer questions such as: 'What refuge has space in London?' and 'What time is best to call 
the NDVH?' This woman spent a lot of time trying to call the helpline and find a refuge space 
and believes that if a person could look online to find this out it would be much better.  

• Signposting to other organisations where appropriate, for ex. to Samaritans. 
• ‘Find my iPhone’ – does it work when phone is turned off? When can someone track you with 

your phone? 
• Spyware – what is it? How does it work? How can you tell that it is on your device? What to do 

if you think it is on your device 
• Latest issues to be aware of  
• Before you know you are in an abusive relationship, signs that you might be and details on 

different types of abuse  
• Tips for people who have family members who are experiencing abuse. This woman’s mother 

searched online and could not find any advice. The woman said that the way her mum acted 
actually made the abuse worse. We discussed how there is similar information online for family 
of people with drug addictions.  

• What is legal/illegal around tech abuse but also DV (especially for people who have come from 
another country). This should include what is legal/illegal around children, for example can my 
abusive ex-partner post photos of our child on social media? 

• Information on how to secure your children’s devices.  
• General information on how to secure devices, especially because kids could play with your 

phone and change the settings and you need to figure out how to change them back. 
• How to clear browsing history.  
• How to secure the router.  
• Suggestions on safer alternative apps to use 
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• List of the ‘scary’ apps, what they can/can't do 
• Make people more aware of Amazon Echo. It knows your location because it needs to tell you 

the weather. You can also drop in on another room, like a baby monitor, to hear and see (if you 
have one on a screen) what's going on in the other room. This woman does not know how to 
make it secure so she's decided not to plug it in.   

• Tell people that they can set up their email so that they can login with their phone. 
• Google maps - once you invite someone they can check your whole location history. Make sure 

and turn off. 
• Tell people they have to delete friends of friends on Facebook too. 
• People should know that they can change their number even if they're in the middle of a phone 

contract. This is not common knowledge. 
• There's software called Jailbreak and it can break into anything except Apple products, one 

woman claims. 
• One woman said that her phone is somehow linked to a TV in another room. She watched tv 

on her phone at 6am and it turned on the TV in someone else's room and started playing the 
show. She does not know how this technology works and think this could be explained. 

• You can call up any internet provider and tell them you do not want any content 18+ to be 
allowed, so that kids can't see it.  

• There is a call recorder app that records all of the phone calls you have. Can this be admissible 
evidence in court? 

 
 
Awareness-raising  
 
When asked what Refuge could do to provide better support to women suffering abuse/tech abuse, 
they commonly said that awareness-raising was important. Although these points have not been 
directly suggested for the chatbot, perhaps they are relevant. 
 

• Tell people what a refuge is. Many people had never heard of it until they had to move into one. 
• It would be good if Refuge could improve the perception of what a refuge is like. Before moving 

in, this woman had an image of a refuge being cramped with rooms full of bunk beds. She 
believes it could help people make the choice to move into refuge if they know that they can 
have their privacy and that it is quite comfortable. 

• A few women who spoke limited English said that it was difficult for them to search online. They 
suggest that Refuge have information in other languages (for example, Urdu, Dari, French). 
They often do not know what the word would be in English because terms like ‘domestic abuse’ 
do not exist in their language.  

 
 
Conclusion  
 
The survivors consulted overwhelmingly felt that it was a good idea for Refuge to add a chatbot to their 
website. They came up with many recommendations for information that could be included for women 
seeking advice and information. They also raised a number of issues which will need to be considered 
when devising a chatbot to ensure that it is widely accessible to the people who need it the most. This 
feedback should be considered in combination with the feedback recorded on Refuge’s casework 
management system in order to provide the best version of a chatbot to survivors visiting the site. 
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Introduction 

This document reports the findings of the testing process on the new Refuge Chatbot. Each option and 
video has been tested by 2 separate people across 2 days. 

The following devices were used for testing the Chatbot: 

Device Operating System 
Samsung S9+ Android 
Apple iPhone 10 IOS 
Samsung Galaxy Tab S4 Android 
Apple iPad IOS 
Microsoft Surface Laptop Windows 10 

 

The chatbot was accessed via the URL: http://roxanneleitao.com/bot.html 

The following user interfaces were also analysed: 

• Mobile Compatibility 
• YouTube integration 
• Speed 
• Menu structure 
• Menu navigation 
• Spelling mistakes 
• Consistency of wording 
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iPhone Videos / Section 

Device Section Sub-section Findings 
iPhone Location Settings Find my friends Asks to open settings, but does not 

explain settings 
  Find my iPhone Explains the settings icon is the cog. 

Needs consistency throughout 
videos. 
Shows the refuge.org.uk email 
address and shows password. (I am 
assuming that the password has 
since been changed) 

  Family Sharing No Issues 
  Facebook No Issues 
  Instagram No Issues 
  Twitter No Issues 
  Google Maps No Issues 
 Social Media - Facebook Who’s logged in No Issues 
  Who sees my posts No Issues 
  Change my password Shows password. (I am assuming 

that the password has since been 
changed) 

  Block someone No Issues 
  Disable location No Issues 
 Social Media – Instagram Who sees my posts No Issues 
  Change my password Shows password. (I am assuming 

that the password has since been 
changed) 

  Block someone No Issues 
  Turn off location No Issues 
 Social Media – Twitter Who sees my posts No Issues 
  Change my password No Issues 
  Block someone No Issues 
  Turn of location No Issues 
 iCloud / Apple ID Who’s got access No Issues 
  Change my password No Issues 
  Family sharing No Issues 
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Android Videos / Section 

Device Section Sub-section Findings 
Android Location Settings Facebook No Issues 
  Instagram No Issues 
  Snapchat No Issues 
  Twitter Video unavailable. Also has link for 

full screen video? 
  Google Maps No Issues 
 Social Media – Facebook Who’s logged in No Issues 
Android Social Media - Facebook Who sees my posts No Issues 
  Change my password No Issues 
  Block someone No Issues 
  Disable location No Issues 
 Social Media – Instagram Who sees my posts No Issues 
  Change my password No Issues 
  Block someone No Issues 
  Disable my location No Issues 
 Social Media – Snapchat Who sees my posts No Issues 
  Change my password No Issues 
  Block someone No Issues 
  Turn off location No Issues 
 Social Media – Twitter Who sees my posts No Issues 
  Change my password No Issues 
  Block someone No Issues 
  Turn off location Has link for full screen video? 
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Overall findings / recommendations 

The following overall findings were recorded during testing: 

 

Finding Issue Recommendation 
Setting icon on Video Some videos mention the 

setting icon / app and show it, 
others just say click settings. 

Give a consistent message and 
explain how to get to the 
settings icon. 

Fullscreen link Some videos have a full screen 
message, others do not. 

Give a consistent message for 
full screen. We found no need 
to show the full screen 
message. 

Menu navigation Cannot return to the start, you 
have to click the three lines at 
the bottom of the screen and 
click return to main menu. 

Needs a restart button on each 
option, if you choose the wrong 
phone at the start, you either 
have to click the three lines or 
close and start again. 

Menu navigation When in a particular section, 
such as Facebook, the 
navigation take you back to 
choosing the main topic and 
then to the section again. 

For example, in iPhone, Social 
Media – Facebook, you have to 
click the menu 20 times to 
change each setting. Can the 
menu be changed so that when 
you are in a section, you easily 
click each option, rather than 
returning to the main menu? 

Menu navigation The main menu asks, “what can 
I help with” and then the phone 
type. Once phone type has 
been chosen, you cannot 
change it without restarting. 

Can we change the menu to ask 
for phone first and give an 
option to return to phone 
type? 

Menu navigation Main menu button does not 
return to the start 

The main menu does not return 
to main menu, just to a sub 
menu. Need to redesign the 
buttons so that sections and 
start again can be chosen. 

YouTube When a YouTube video has 
finished, you are presented 
with adverts for videos which 
are not relevant. 

Consider hosting the videos on 
the new Helpline web site so 
that videos do not contain 
suggestions for other videos at 
the end. 

Videos The videos do not end with any 
standard credits.  

Should there be a final screen 
with details of the helpline and 
how to call it on each video? 
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Conclusion 

The Chatbot performed extremely well on every device that it was tested on, there were no issues 
with the functionality on any operating system or device. 

The videos are now at the correct speed and are very easy to follow, although a final screen with the 
helpline number / contact details would make the message consistent throughout. 

The menu navigation does need to be reworked, when changing every setting for a particular section 
(Facebook for example) the process to access all of the videos is time consuming and may put off 
potential users. 

A decision needs to be made as to where the videos are stored, due to the advertising of potential 
videos on YouTube. 

Only one video failed to display (Android – Location Settings – Twitter). 

Once the menu’s have been reworked for easier access and a decision on the video platform, this 
chatbot will give an invaluable service to anyone looking to protect their security across their mobile 
devices, across multiple applications. 
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Research Project Title

Codesigning Support Solutions for Victims of Cyberstalking and Abuse: reclaiming 
privacy and safety on the Internet of Things

What is the purpose of the study?
We invite you to take part in the evalua-

tion of a chatbot prototype. The chatbot is 
intended to provide advice, to victims, on how 
to manage digital privacy and security. What 
we develop in the workshop will be useful in 
several ways:
• To improve the chatbot;
• To develop further information and support 

for people going through domestic abuse;
• To support improvement in the services 

offered to victims;
• To be used in public presentations and 

awareness raising events; 
• To write research papers.

Why have you been asked to take part?
You have been contacted because of your partic-

ipation with Refuge.

What will you be asked to do?
We will ask you to participate in a feedback 

session, which will last 15-20 minutes. You will 

be using the chatbot and letting us know what 

you think.

When can I discuss my participation?
If you have any concerns about the study, you 

can contact Research Management at the University 

of the Arts London — researchethics@arts.ac.uk. 

If you would like to discuss your participa-

tion you can contact the researcher, Roxanne, 

at r.leitao@csm.arts.ac.uk. She will be happy to 

discuss it with you and provide more information.

Who will be responsible for the information?
The information will be securely stored and 

encrypted by the researcher.

Who will have access to it?
Only the researcher, Roxanne Leitão, will have 

access to the data.

How will you use what you find out?
The findings will be used by Refuge to inform 

the development of the chatbot. They will also 

be used in a PhD project called “Codesigning 

Support Solutions for Victims of Cyberstalking 

and Abuse: reclaiming privacy and safety on the 

Internet of Things”. They may also be used in 

articles, publications and presentations.

Invitation/
Information
Sheet
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How long is the whole study likely to last?
This is part of a larger study that is likely 

to last another 6 months.

What if I do not wish to take part or change 
my mind during the study?

Participating in this study is entirely volun-

tary. You can withdraw participation at any 

time, without giving a reason. If you do decide 

to attend, you can choose not to cease partici-

pation without giving a reason.

Can I find out about the results of the study?
The results will be published on a website 

hosted by University of the Arts London.

If you have any questions, please contact:
Roxanne Leitão 

University of the Arts London

r.leitao@csm.arts.ac.uk

If you have any concerns, please contact:
Research Ethics 

University of the Arts London

researchethics@arts.ac.uk
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Consent
Form

Please answer the following questions by ticking the response that applies.

1. I have read the Information Sheet and the study has been explained to me.

2. My questions about the research have been answered to my satisfaction and  
I understand that I may ask further questions at any point.

3. I understand that I am free to withdraw from the study, without giving  
a reason for my withdrawal or to decline to answer any particular questions without any 

consequences to my future treatment by the researcher.

4. I agree to provide information under the conditions of confidentiality set  
out in the Information Sheet.

5. I wish to participate under the conditions set out in the Information Sheet.

6. I consent to the information collected during this study, once anonymised  
(so that I cannot be identified), being used for other research purposes.

7. I consent to my picture being taken, with the understanding that it will not be 
publicly distributed, unless adequately anonymised.

8. I consent to the data, gathered in this workshop, being owned by the researcher.

9. I agree to behave in a manner that is respectful of the participants involved in this 
workshop, and to be mindful of the effects that my words and actions may have on others.

Your name

Researcher’s name

Your signature

Researcher’s signature

Date

Date

Research Project Title

Codesigning Support Solutions for Victims of Cyberstalking and Abuse: reclaiming 
privacy and safety on the Internet of Things
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If you have any questions, please contact:
Roxanne Leitão 

University of the Arts London
r.leitao@csm.arts.ac.uk

If you have any concerns, please contact:
Research Ethics 

University of the Arts London
researchethics@arts.ac.uk
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