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ABSTRACT

In this paperwe presenta framework for the designand evaluationof distributed,collaborative3D interaction
focussingon projectionbasedsystemsWe discussthe issuesof collaborative3D interactionusingaudio/videofor
faceto-face communication and the differences in using rear projection based Virtual Environments.

1. INTRODUCTION

Thevision in CollaborativeVirtual EnvironmentgCVE) is to providedistributedteamswith a virtual spacewhere
they canmeetasif faceto-face, co-exist and collaboratewhile sharingand manipulatingvirtual datain real time.

Thereforethe environmentneedsto provide shareddata representationsharedmanipulation,integratereattime

video andaudiocommunicatiorand control betweerremoteparticipantsandat the sametime providea naturalway

of interactingwith the shareddata.For supportingthe implementationand realizationof suchCVEs we reporton

our frameworkfor the designand evaluationof distributed,collaborative3D interactionfocussingon projection
based systems.The approachfocuseson our CVE interaction taxonomy that supportsthe developmentof

applicationsfor small groupsworking togetherin rear projectionbasedVEs makinguseof video conferencingand
6DOF input devices. Design guidelines and the evaluation of different collaboration metaphors,operations,
feedback components and user interfaces are also presented in the paper.

2. CVE INTERACTION FRAMEWORK

In orde to find out how to supportuserswe startwith a very detailedUser'sTaskDescription(UTD). A following
User'sTaskAnalysis(UTA) determineghe so-called User+NeedSpace(UNS) which itself is the originator of the
flow within our CVE taxonomy graph. The taxonomycan be found in earlier papers(Goebbelset al., 2000a;
Goebbelst al., 2000b).This UNS relaysthe informationextractedby the UTA of the UTD. We recommendo do
an extensive detaileddescriptionand analysisof the user'staskin orderto find out how the user'sneedscan be
classified and addressed. Then the UNS deals with the following groups of issues:

- representationcomponents,work mode, input/output device combinations,auxiliary tools as operations,
metaphors and interaction technes as well as actions and action feedback.

RepresentationComponentsare a very important part of Virtual Environments since they determine the
representationf the visual partsof the application.The componentsre the representatiof the user,the remote
user,the environmentthe virtual input device,the virtual tools andfinally the representationf the datamodeland
functionality.

The Application+InteractionSpace(AlS) describehow usersinteract,with eachotherandcollaborativelywith the
dataset,in the virtual environment.In orderto find the bestinteractionwe first haveto understandhe low-level
makeupof interaction.Thereforewe haveto split downinteractiontasksandto find interactiontemplatesvhich can
be combined to forrmore complex interactions.

AwarenessAction-FeedbacKoops denotesuchinteractiontemplatesTheseAAF loopsallow usto understandand
analysevery tiny stepsin interactions Whenanalysinganinteractiontaskof a singleuserwith a datasetwe divide
anautonomouspAF loop into four blocks. The first two blocksbelongto the awarenesphasewherethe userstarts
with proprioception(Mine et al., 1997).Proprioceptiorallows the userto be awareof wheres/hestandsandlooks



at, the position and oriertation of body parts like arms, handsand fingers and everythingthat allows usersto
perceivethemselvesn relationto the environmentThe nextstepis to be awareof the physicalinput devicesheldin
the usershandsand the virtual tool representatiomiconnectedo them. The position and orientationof the virtual
datasetis perceivedin this phasetoo. The useris thenreadyto performan action. This action canfor example
simply be to move the hand together with the physical input device. Aftactiom phase a feedback phase follows.
In this phasethe userperceiveshe feedbackirom the actionwithout which it is impossibleto analysethe resultof
the action. In this casethe userperceiveghe movementof the virtual tool representationas ¥he movedthe input
devicetogetherwith the hand.After the perceptionof the statusof the situationthe usercandecideif the taskis
completedandthereforebreakthe loop or whetherthe taskis not completedyet andthereforepreparefor the next
acion starting with the first block again.

Collaborative AwarenessictionFeedbackloops are of the same structure as the autonomousAAF loops. In
addition to the autonomousAAF loops, the user perceivesthe co-presenceduring the awarenesgphase.lt is
comparableto proprioceptionbut now information aboutthe remotepartneris queried.An interestingcomponent
representshe perceptionof co-knowledgeand co-status.We found out that knowing that your partneris awareof
you is one of the mostimportantsteps in this awarenesphase.The usercan confirm this statuscheckeither by
voice or with the help of a gesturdike the “thumbsup”. The actionandthe feedbackphaseareequalto the onesof
the autonomousAAF loop. The AwarenessAction-Feedbackloops are templates.With the help of operations,
metaphorandinteractiontechniquesiescribedn (Goebbelsetal., 2000b)it is now possibleto give thosetemplates
a “face”. Dependingon the user'ssubtaskappropriateoperations, metaphorsandinteractiontechniquesare chosen
for each action.

We designedand implementeda medical CVE application accordingto the taxonomy and collaborative and
autonomousAAF loops. We chose the most appropriate metaphors,operations,interaction techniquesand
representatiocomponentdor this application. Two 2-sided ResponsivéNorkbenchesvere usedas the displays
systemsThetechnicalsetupandan examplefrom a reaktime collaborativesessiorareshownin Figurel (Goebbels
et al., 2000a).
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Figure 1. Built and usksetup with two collaborative RWBs. Snap shot of atieed collaborative session.
2.1 Evaluation

Threedifferent evaluationmethodsare applicablewhen assessingollaborativeVirtual EnvironmentqCVE). The
expertheuristic, the formative and the summatve evaluation(Hix and Hartson,1993; Hix et al., 1999; Nielson,
1993). Theseevaluationmethodsmakeit possibleto substantiat®r refuterealizationsof a specificCVE. Assessing
evaluatorshaveto be no VE expertsandnot part of the developerdeam.Expert heuristicandformative evaluation
are appliedin alternatingcyclesin the early designstateof the CVE. Basedon the expert'sknowledge problems
concerningusability can be solved following the expert'srecommendationsAfter theserecommendatios are
consideredin a new and better design of the CVE the summativeevaluationis applied. The objective of this
evaluationmethodis to comparebeendifferent CVEs designedwith the informationobtainedfrom the User+Need
Space.Hence the output of the summative evaluationenablesto statistically comparedifferent realizationsof
interactiontechniquespperationsyepresentatiomomponentstc. andto choosethe mostappropriateonein terms
of usability. However,importantwhen planningan evaluationis to determineitems which are assessablélhis is
oftenthe mostcomplexpart. This collectionof itemsis necessaryo formulatespecificquestionnairesandhenceto
find and eliminate disturbancefactors from the implementationof the CVE. For the assesmentof the CVE the



following factors are determinedwith respectto the User+NeedSpacedefined by the User Task Analysis (see
section 2.):

- menu representations

- virtual tool representations

- representation of data and its functionality

- environmental neresentations

- input devices

- physical equipment and cabling

- data processing and system reaction time

- graphical and acoustical resolution and quality

- network transfer rate

- perception of the own presence within the CVE

- perception of the partner's-poesnce within the CVE
- perception of the collaboration in terms of equality of rights
- perception of the quality of collaboration

- frequency with which the user looked to the partner
- frequency with which the user spoke with the partner

Consideringall thes evaluationitemsin onesessioris almostimpossible sincethe itemsmentionedaboveevaluate
too manydifferentaspectof HumanComputerHumaninteraction.In orderto addresshis numberof itemsspecial
evaluation sessionsare defined, namely the usability session,co-presencesessionand co-work session.An
introductionis given prior to the evaluationsessionsDuring this introductionthe evaluatorsareinformedaboutthe
display system,the equipmentand the environmentthey are going to work with. The objectiveis to createalmost
sameconditionsfor all evaluatorssincethis is necessanfor comparingnumericalresultsof the formative and
summative evaluations.

In theusability sessiothe users (evaluators) interact autonomously within taéov about five minutes.

During the interactionan externalobserveiis taking notesandfilling out a specialobservemuestionnaireThis VE
expertis observingthe non-expertevaluatorduring the usability, the co-presenceandthe co-work sessionsBeside
guerying specific information about the time the user had to think and to debatebefore performing actionsthe
guestionnairdeavesspacefor informal observationsEspeciallythis questionnairehelpsto assesstemswhich are
difficult to be assessely the evaluatorghemselvesuchlike questions'Did the userlooseconcentrationduring a
sessior?” or “How quickly couldthe usercorrect mistakesand continuethe work ?”. Informationif the evaluator
lost concentrationduring a sessionhas an impad on the analysisand the way the numericalresultshaveto be
interpreted.However, this information can also imply the high cognitive load of interactionin the Collaborative
Virtual Environment.Besidethe overall ability to interactwith the systemcritical incidentsare very interestingto
the observer.

In the co-presencesessiorthe userworks againin the CVE but now with anotherdataset. In contrastto the latter
sessioran experiencediserwho hasbeeninvolvedin the developmenprocesss remotly presentwithin the same
environmentthrough an audio/videoconnection.The experienceduser explainsthe task, the data set, the input
devicesandthetoolsremotelyto the evaluator.The remotepartnerwho actslike a supervisodoesnot useanyinput
devicesor tools, but only gesturesandverbalinstructions The taskis to positionthreebonesaspreciselyaspossible
to complement humanskeleton Theseboneday in front of the evaluatorandlook very similar to eachother.If the
evaluatordoesnot know whatto do the supervisomgivesadviseaboutthetoolsto be used,howto queryinformation
about the bones, how to change the viewpoint etc..

In the co-work sessiorthe taskis slightly different. The taskis to positionthreebonesbelongingto threedifferent
pairsto complementhe humanfemaleskeletoncollaborativelyby both users Eachbonein a pair belongsto theleft
or theright sideof the skeleton(i.e. the femurboneof theright andthe left leg). A setof threeof thesebonesdlay in
front of eachuser.As the usersstandoppositeeachother, on different sidesof the skeletonthey haveto find out
which bonesbelongto their sideasthe bonesare mixed. Boneswhich belongto the partner'ssidecanbe exchanged
by passingt over. To ensurefurther collaborationduring the taskthe humanfemaleskeletonis coveredby its skin.
In orderto positionthe bones the particularpart of the skeletonhasto be madevisible by cutting awaythe skin in
this region.It is not possibleto cut the skin permanentlyThis meanghatthe cutting userholdsthe skin cutterwhile
the other user positions the bone.



3. EVALUATION RESULTS

The expertheuristic,formative and summativeevaluationsor the different sessionsleliveredusability findings and
recommendations.

The User+NeedSpace(UNS) for the considerecevaluationscenariodeterminedifferent representatiofiorms for
genericandcontentspecificoperationsFor the genericoperationsa toolbaris designedvhereaghe contentspecific
operdions are groupedby a specialring menu(Goebbelset al., 2000b).In early designsof the CVE the generic
toolbarwasconfigurablein termsof its positionby the user.The ideabehindwasthata dominantright-handeduser
might want to positionthe menusomewhereelsein spacethan a dominantleft-hander.Evaluationresultsshowed
that configurationof menushasa negativeimpacton the cognitiveload. Additionally it is not really usedin limited
interactionspaceofferedfor exampleby the ResponsivaVorkbench(RWB). Working with both handsat a RWB,
the total viewing frustumis accessiblan contrastto CAVE like display systems.Thus during the formative and
summativeevaluationthe toolbarwas positionedcloseto the usersbody within arm distancecorrespondingo the
vendor'stray metaphorWorking at a RWB this toolbar is fixed whereasit is attachedo the usersbody position
when working in a CAVE or cylindrical and wall display systems.

Similar problemsare encounteredvhen using ring menusdescibed in (Goebbelset al., 2000b). When a user
intersectghe datawith the menupick ray in theright handthe ring menuappearsttachedo theleft handandvice
versa. This corresponddo the metaphorof handlinga painter'spalettewith respectto dominant right and left-
handersThe advantagesvere assumedo be the comfortablehandlingof this ring menusinceit doesnot occlude
any objectbeing handledthis way. For detachingthe ring menu,overthe shoulderdeletionwasintegratedMine et
al., 1997. Evaluationresultsshowedthat the handlingmakinguseof the painter'spalettemetaphotis not alwaysas
comfortableas assumedThe reasonis that the userfirst hasto recognizethat the statusof the handchangedas
somethings suddenlyattachedo it. Thenthe userhasto look at the ring menuin orderto selecta contentspecific
operation using the other hand. This is particularly annoying if the hand is busy with anothertask already.
Additionally this metaphomakesit impossibleto concentrateon the datasetasthe useris forcedto turn the head
towardsthe ring menu.In the improveddesignthe ring menuis attachedo the calling handholding the menupick
ray. It follows the translationof the user'shandwhereashe rotation of the user'swrist is usedto intersectthe ring
pieceswith the pick ray. The advantagesrethatthe menuappearswithin the user'sgazeanddisappearsssoonas
the user releases the stylus button again. The menu is designed to be 70% transparent to avoidbdehasion
As alreadymentionedthe menusgroup operationgogether.In orderto apply operationgools are selectede.g.the
zoom operationrequiresa specialzoom tool. The tools are representedy 3D icons which are attachedto the
buttonsof the toolba or to the choicesof the ring menu.Usability findings showedthat representationfor the snap
backtool, theinformationtool andthe skin cutting tool werenot appropriatén the early CVE design.Now the snap
backtool is representedby a threedimersionalhookicon, the informationby a threedimensionali” letterandthe
skin cuttertool by a threedimensionaknife icon. Thesevirtual tool representationsicreasedhe evaluator’stool
recognition rate by almost 80%.

Evaluationresultsindicated also that early approachesising two pinch gloves as input deviceswere not really
addressinghe user'sneeds.Reasonsare the uncomfortableusagewhen working standalone collaborativelyand
trying to handover pinch glovesto anotheruser. Another encoutered problem using pinch glovestogetherwith
pick raysis thatit is almostimpossibleto keeppointing somewherandadditionallysnapwith the middlefinger and
the thumb for selection. Similar problems using pinch gloves have been encounteredin (Hix et al., 1999).
Improvementsaremadeby usinga specialthreebuttontool in onehandanda stylusin the other. The reasorfor not
usingthreebuttontoolsin both handsrefersto the high cognitiveload of their usagedueto the manybuttons.After
modification evaluationshowedthat the stylusis ratherusedin the dominantandthe threebuttontool in the non
dominant hand.

A sharing viewpoint metaphoris implementedfor manipulatingthe users’ viewpoint (Goebbelset al., 2000b).
Evaluationresultsshaved that an exo-centric viewpoint manipulationis betterthan an egocentric when standing
almostbesidethe partner. In this contextexo-centricmanipulationis basedon how a userwould actin realworld by
moving laterally. When sharingthe sameviewpoint (looking through the partner's eyes)or sharingthe mirrored
viewpoint (looking from opposite the partner) egocentric viewpoint manipulation is implemented. This
manipulationis realizedby pressingandreleasinga specialbuttonon the threebuttontool. Theseobservationsre
valid working at a ResponsivéNorkbench Becauseof the limited interactionspaceit is possibleto accesshe data
set visually from all sidesby manipulatingthe viewpoint as describedabove. However, other own evaluations
showed that in the CVE implementedusing a CAVE and a cylindrical display no egocentric viewpoint
manipulationis neededHereuserspreferexo-centricviewpointmanipulationdueto the largerinteractionspaceand
the perception of entire immersion.



In the co-work sessiorthe evaluatorcomplement femaleskeletonby missingbones. Therethe taskis aggravated
asthe skin of the body is cutin orderto makethe skeletonvisible. Usability findings indicatedthat userspreferto
get a quick overview of the situation. This leadsto the implementationof a contentspecific wireframeoperation.
The usersareableto only renderthe skin of the body in wireframeandthushavea directview onto the underlying
skeleton.With this strategiescan be discussecdand cadlaborativetaskscan be plannedmore quickly. This content
specific wireframe operationis only usablefor getting an overview. For complementinghe skeletonthe skin has
still to be cut.

In additionto thatobservation®f critical incidentsduring the co-presencesessioraremade.Thesecritical incidents
occur dueto network drop outs, indicating that the perceptionof co-presencas interrelatedwith the video frame
rate.Furtherexperimentsith the video framerateasparameteshowedthatthe pereptionof co-presencevanishes
completely if the video frame rate sinks below 12 fps.

4. CONCLUSIONS

We presentedour interaction taxonomy for designing and creating Collaborative Virtual Environments.They
provide distributedcollaborativeteamswith a virtual spacewherethey could meetasif faceto-face, coexistand
collaboratewhile sharing and manipulatingvirtual data. Further we discussedthe issuesinvolved in bringing
togetherHumanComputerinteractionand Humanto HumanCommunicationfocusingon projectionbasedVirtual
Environment systems.Evaluation result derived from alternatingcycles of expert heuristic and formative and
summative evaluations are also discussed.

The work reportedwas supportedoy the HumboldtUniversity of Berlin andthe GermanMinistry of Researctand
Technology (BMBF) under grant number 01KX9712/1.
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