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Disinformation is a keyword of our societies. Would 

it be so? Rephrasing the sentence, one could say that 

disinformation in all his extension it is a keyword 

and a condition of all human societies. According to 

Kahneman, Sibony and Sunstein (2021)1, wherever there 

is human judgment there is noise. Opinions are not an 

evil source of error. Only in an ideal world, in a situa-

tion of ideal speech and communication each message 

would works as a kind of magic bullet, and the sender 

as someone who shares a rifle, firing a single shot in the 

bull’s eye (Kahneman et al, 2021, p.3). 

Communication needs facts but also needs an effort of 

interpretative hermeneutics. Journalism needs hard 

news oriented to the facts but also needs good context, 

thoughtful editorials, and efficient storytelling that 

help to give cultural meaning to chaotic experiences of 

everyday life. 

The journalistic activity is action-oriented towards 

the construction of social reality, which is objecti-

fied through everyday practices of representation of 

what happened.

From this perspective, social construction, in the media 

research sector, is the production of meaning through 

the action of productive practices and routines that or-

ganize the journalistic profession. The news making 

and statements produced in its realization are not lim-

ited to reproducing reality but intervene in the social 

construction of it. In this perspective, more than sim-

ple mirrors of a pre-existing reality, journalists and, 

1.  Kahneman, Daniel; Sibony, Oliver & Sunstein, Cass (2021). Noise. Lon-
don, Harper Collins.
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consequently, the statements produced by them, intervene actively in the 

construction of the conditions and the way in which reality is perceived. 

Thus, “it is impossible to establish a radical distinction between reality and 

the media that must reflect that reality, because the news helps to build 

reality itself” (Traquina, 2001, p. 28)2. The social and political world is not 

a predetermined and rigid reality at journalists reflect. Journalists don’t 

are passive observers but active participants in the construction of reality. 

Facts do not exist in themselves, endowed with evidence and self-sufficient 

ontological thickness that journalistic utterances would be pure reflexes. 

They are the product of an encounter between the facts and their reports, 

without which, indeed, they would not exist as journalistic facts. Reality is 

not something completely autonomous and distinct from the way the ac-

tors interpret it, internalize it, re-elaborate it, and redefine historically and 

culturally. The world reported in the news is the result of categorization 

activities and not a simple act of naming reality as if it were ready to be 

classified. The journalistic report is not an act of describing or saying in a 

direct, determined, and precise way an empirical fact that happened in the 

outside world, but it is an act of presenting a reality that is constituted even 

with the active participation of the reader.

However, in spite of those well-known assumptions from the epistemolo-

gy and sociology well established since Lippmann to Tuchman, Saperas, 

Traquina, Singer , and many other scholars, reality has some level of resist-

ance. That’s to say one may discuss many interpretations about the Ukrania 

– Russia conflict but that’s difficult to say that The Ukrainian Army Invaded 

Moscow.

Information /Misinformation has many levels

One level of disinformation has to do with facts and appears mostly related 

with the deliberated twist of numbers, nature of things, and the furious de-

nial of some common sense and taken-for-granted social facts, or even lies. 

2.  Traquina, Nelson, (2001), “Teorias das Notícias: o estudo do jornalismo no século xx”. In Nelson Tra-
quina, Ana Cabrera, Cristina Ponte & Rogério Santos, O Jornalismo Português em Análise de Casos, 
Lisboa, Caminho.
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It is boosted by the emotional factors and by the well-known affection law: 

people exposed to, understand better, memorize deeply, and share heavily, 

message, with they agree to, disregarding the fact of being true or false, 

depending mostly on the gratification they obtain with that message. It is 

a kind of information that are articulated with the so-called fake news as a 

particular repertoire of propaganda in my point of view.

Another level of misinformation has to do with ideological frames, media 

rhetoric, interpretation and context and it happens in all kinds of media. 

It’s because of that that I find this book very important.

We thank all authors, and we reassure our commitment to the research on 

this important issue.

João Carlos Correia





Chapter 1. Capturing and Dissecting The Complexity of 
Production and Dissemination of Conspiracy Theories, 
Hate-Based Rhetoric, and Mis-and Disinformation 
Online 

Ardian Shajkovci, Ramón Ruti, Asli Altinbay, Matteo Gregori, Amanda 

Garry & Allison McDowell-Smith 

Fringe independent websites and alternative social me-

dia platforms such as Telegram, Parler, and Bitchute 

have increasingly become major spreaders of mis-and 

disinformation, conspiracy theories, and hate-based 

rhetoric. These spaces have also become echo cham-

bers that can largely in-fluence online users seeking 

propaganda related to specific movements. The pur-

pose of this chapter is to facilitate an initial discussion 

on the role of smaller and alternative social media plat-

forms, as part of a wider media ecosystem engaged in 

constructing and communicating conspiracy theories, 

hate-based rhetoric, and mis-and disinformation. The 

authors will discuss and introduce innovative tools 

and methodologies in tracking and analyzing content 

online, as demonstrated through the case of QAnon 

conspiracy theory. Furthermore, given that the current 

political, popular and media conversation about regu-

lating social media primarily focuses upon the role of 

Twitter, Facebook and to a lesser extent YouTube, the 

arguments presented by the authors herein suggest that 

such line of contention may be somewhat misplaced 

and misleading. 

Keywords: Mis-and disinformation, alternative plat-

forms, QAnon, social media, Saas Tools

Abstracts
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Chapter 2. The Twilight Zone: Case Studies in Misinformation & Mass 
Media

Alyssa M. Brumis

Misinformation and disinformation have arguably always existed in 

American society. However, over the last three decades, with advancements 

across mass communication, the spread of misinformation has become 

much more prevalent. As the landscape of mass media advances, so too, 

does the problem of misinformation. Misinformation spreads across mass 

media platforms, such as mainstream news media and social media, reach-

ing larger audiences than ever before. The ways in which we consume (mis)

information and the speed at which we do so has radically changed. The 

effects of misinformation leave us relatively defenseless, due to our human 

inclination to engage in motivated reasoning, or emotion-based reasoning, 

and due to phenomenon such as the illusory truth effect, or our proclivity to 

believe false information after repeated exposure. As a surplus of misinfor-

mation is disseminated across mass media, we move closer to a “post-truth” 

society, which comes with dangerous consequences. This collection of case 

studies explores the disseminators of disinformation across mass media 

and the effects of mis/disinformation, illustrating its deadly consequences 

in America. The overarching theme across each case is the notion that mis/

disinformation disrupts our connection to facts, logic, and reality, leaving 

us incapable of making rational and informed decisions. Utilizing interdis-

ciplinary theories from communication studies and the social sciences, I 

examine the top disseminators of mis/disinformation across three key cas-

es: a 2015 disinformation campaign waged against Planned Parenthood, 

disseminated across mainstream news media; 2020 election-related mis-

information disseminated on Facebook, in then-President Donald Trump’s 

political advertisements; and 2020/2021 coronavirus misinformation 

disseminated by Fox News and its pundits. These cases expose mis/disin-

formation as a threat to public safety, a threat to democracy, and a threat 

to our public health. When we live in a society that spreads misinformation 
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like wildfire, we can quickly begin living in what resembles an episode of 

The Twilight Zone.

Keywords: misinformation in mass media, disinformation disseminator, 

consequences of mis/disinformation

Chapter 3. When Communication Meets International Relations 
Perspectives: Understanding Disinformation in a Multicentric Political 
Environment

Alessandra Massa & Giuseppe Anzera

This chapter explores how interpretive concepts from the analytical tra-

dition of International Relations (IR) may help explain disinformation in 

current international politics. As IR interpretative tradition has evolved in 

recent decades, it has praised openings to practices beyond the traditional 

power politics focused on tangibles or material resources. Communication 

and information are becoming competitive assets that states can use to gain 

citizens’ loyalty, shape international public opinion, and position other actors 

in the international system. To investigate the link between contemporary 

disinformation (as a communicative phenomenon) and IR, we will analyze 

a variety of interpretive perspectives. In questioning IR, the multicentric 

system explains the setting and proliferation of individual skills, whereas 

complex interdependence enlightens the ongoing information revolution. 

The concept of soft power, then, describes the changes in non-tangible as-

pects of power today. Narratives and aesthetic turns are helpful to interpret 

international reality as a social construct, emphasizing the situated nature 

of political narratives. A realist approach is then used to explain why po-

litical elites deceive, resulting in trust issues affecting popular readings. 

IR analytical traditions and media studies must be considered in a mixed 

approach to explain individual and collective interpretations of the cur-

rent disinformation climate, taking into account the multicentric nature of 

IR. In addition, narrative interpretations and constructivism highlight the 
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intersubjective process in global politics. In conclusion, realism suggests 

that lying is merely another tool for governing anarchy, regardless of its 

ethical implications.

Keywords: international relations; multicentrism; soft power; constructiv-

ism; international narratives.

Chapter 4. Fake news, post-truth, and journalism: weaknesses and strate-
gies in 2018 Brazilian elections

Luísa Torre

In a post-industrial society in which information plays a fundamental role 

in social structures (Castells, 2012), rumors, the oldest media in the world 

(Kapferer, 1993), have come to occupy an important space in the public 

sphere. The rumors, now mediatized, are called fake news. Another phe-

nomenon is added to this: the post-truth (Keyes, 2004), when the truth is 

closer to an individual’s personal beliefs than to the facts.

Now that the enunciation poles have been multiplied (Pinto, 2000), the re-

ceiver is informed through innumerable channels, from news portals to 

social networks, and he himself decides on which to attribute faith (Primo, 

2011). Journalism, which has lost centrality in the production, selection and 

distribution of information (Bentes, 2015), is facing new challenges - and 

fake news is a fundamental part of this scenario. In part because, instead 

of the evaluation of newspaper editors, recommendation algorithms used 

to create personalization are playing a central role in the selection and dis-

tribution of content, becoming new information gatekeepers (Heinderyckx 

and Vos, 2016).

In this society, organized in a network, power is also exercised in a network 

(Parente, 2004). If there is no power that can be exercised without discur-

sive strategies (Castells, 2015), has this interaction between the issuers of 

fake news and the traditional news media become a dispute for power?
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This work will analyze the speech contained in the denials produced by 

journalists from Grupo Globo, and in the (so classified) fake news debunked, 

published in the Fato or Fake section between August 31 and October 6, 

2018 - between the beginning of electoral campaign and the first round of 

Brazilian elections. From the critical discourse analysis, we will investigate 

the discursive strategies used by fake news broadcasters and professional 

journalists in 8 articles, looking for elements that reveal if there is a discur-

sive dispute between them.

Keywords: fake news, journalism, power, social media, critical discourse 

analysis

Chapter 5. Opinion-Oriented News as a Source of Polarized Disinformation 
on The EU: A Case Study Analysis During The 2019 EP Elections

Rubén Rivas-de-Roca & Mar García Gordillo

The role of truth for society is undermined in an accelerated digital era, since 

opinions are more important than facts in the shaping of the public opinion. 

Journalists seem to prefer opinionated stories, especially regarding com-

plex issues such as the EU. This means a crisis of democratic institutions. In 

the case of the EU, its news coverage is also affected by a distant approach 

that overlaps with a feeling of remoteness towards the European project. 

Taking these trends into account, the current research aims to conceptu-

alize the role of opinionated news in disinformation, as this practice takes 

advantage of a polarized public opinion. Beyond a theoretical approach, we 

use the multiple-case study as research strategy to assess the degree of 

opinion-oriented stories about the European Union (EU). The report of this 

issue suffers from cultural clashes that threaten its journalistic quality. In 

the multiple-case study here applied, we compare the coverage of EU affairs 

in local media from Germany, United Kingdom (UK) and Spain. The anal-

ysis is performed on a sample of news items on European issues (n=612), 

collected over a six-month period during the 2019 European Parliament 
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(EP) elections. The study focuses on two variables (personalization and neg-

ativity) through the analysis of headlines, topics and reader’s comments. 

Drawing upon the sample, we argue that the prominence of opinion-orient-

ed news about the EU could boost polarized disinformation. Polarization is 

more frequent in the UK (polarized liberal), while the German press shows 

approaches that seek a balance from different sources and the Spanish 

cases present a low negativity. Our theoretical approach reveals how the 

current state of play of journalism has influenced the success of polarization 

in the digital sphere. This disruptive communication around individualiza-

tion could mean a decline of democratic institutions, as facts are no longer 

relevant for the audience.

Keywords: Opinionated news; personalization; polarization; disinforma-

tion; European Union.

Chapter 6. Lies are all around but who are the liars? Addressing online 
disinformation platforms in the Czech Republic and Slovakia

Websites publishing fake news share similarities across borders that are not 

yet fully addressed by global or national policies. As in other aspects of pol-

icy-making in this area, there is a conflict between the right of free speech 

and public interest in preventing social and economic damage caused by the 

deception of vast groups of society. This chapter offers empirical support 

to the argument that disinformation is adapted to specific vulnerabilities 

of concrete media systems and their audiences. In post-communist coun-

tries of Central Europe, the main structural weaknesses derive from a high 

concentration of media ownership and dominance of local oligarchs with 

real political and economic interests in the media ownership structures. 

The negative association connected with oligarchs who are presumed to ex-

ert a strong influence on what mainstream media produce has served as 

one of the key arguments for creating an alternative media landscape. The 

other important factor behind the gradual build-up of alternative eco-sys-

tem in the region is effectively unanimous support of the membership of 
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the European Union and NATO by mainstream media. The sentiment of 

non-existing public discourse on Europe ś fundamental principles and lib-

eral values has been exploited by actors spreading pro-Russian propaganda 

and inciting polarization. Based on evidence from the Czech Republic and 

Slovakia, we argue that providers of false content use a distinguishable set of 

manipulation methods which ultimately enables the detection and system-

atic categorization of disinformation outlets. The biggest existing database 

of untrustworthy websites in the region was established in order to assist 

advertising companies in selecting secure online marketing placements and 

prevent negative associations between their clients and controversial online 

content. Apart from their deliberate use of fake news and misleading con-

text, a lack of transparency on authorship, ownership, and funding is also 

an important attribute of these communication channels. Attempts at ad-

dressing insufficient transparency of numerous untrustworthy outlets have 

not yet resulted in effective policies against disinformation in the region.

Keywords: Disinformation; Pro-Russian propaganda; Online Eco-system; 

Czech Republic; Slovakia.

Chapter 7. Technologies and fact-checking: a sociotechnical mapping

Oscar Westlund, Rebekah Larsen, Lucas Graves, Lasha Kavtaradze & Steen Steensen

The fight against misinformation involves both human social actors and 

digital technologies, as well as a diverse set of institutions. Digital de-

velopments both enable and require critical evaluation of sources and 

information. This chapter assesses and analyzes the sociotechnical infra-

structures available to and potentially used in fact-checking, in the form 

of digital technologies associated with fact-checking. The chapter presents 

findings from an international and systematic assessment of digital tech-

nologies associated with fact-checking. For this assessment, we collected 

data from primary and secondary sources between fall 2020 and spring 

2022. This assessment is guided by a sociotechnical framework that ena-
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bles analysis of the interrelationships between humans and technology. It 

employs a deductive categorization of the three main fact-checking stages of 

practice. We also then inductively created subcategories of technologies for 

these three stages. In this chapter, we give a detailed review of each of these 

categories and subcategories, including descriptions of specific technolo-

gies. The chapter offers four main takeaways. First, there is a multitude of 

technologies associated with fact-checking, many offering affordances that 

cannot be done by humans alone. Second, most technologies are connected 

to the identification stage, and are largely owned and controlled by platform 

and tech companies. Third, the verification stage encompasses a wealth of 

technological tools by third-party companies that typically require human 

fact-checkers to manually work with the technology in their fact-check-

ing processes. Fourth, distribution takes different forms and shapes, both 

analogue and digital, and being proprietary as well as non-proprietary to 

the fact-checkers. Based on the findings in this chapter, we call for future 

research around fact-checking technologies and practices, furthering and 

informed by a sociotechnical lens.

Keywords: Fact-checking, misinformation, disinformation, technology, 

sociotechnical

Chapter 8. The role of fact-checking in fighting the ‘infodemic’ of disinfor-
mation on Covid-19: a case study of Polígrafo

Marina Ferreira & Inês Amaral

The Covid-19 pandemic created an unprecedented scenario, not only in 

terms of public health, with the determination of unprecedented social iso-

lation measures, but also of massive information sharing on social networks 

- classified by the WHO as an “infodemic”. However, several mistakes were 

made early in political communication about the pandemic, mainly due to 

the need for more information and scientific evidence about the new dis-

ease. In addition, several leaders used the pandemic as a weapon for political 
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combat, disseminating false information according to their governmental 

needs and personal beliefs.  

In response to the alarming amount of misinformation about SARS-CoV-2 

and its dangers to public health, widespread mobilisation of fact-checking 

platforms has been observed to identify and correct false or misleading 

information. This chapter discusses fact-checkers role in mitigating misin-

formation about Covid-19 and the limitations their activity presents in this 

context. The present study aimed to analyse fact-check articles on Covid-19 

published between September and December 2020. To ascertain uninform-

ative trends, data were collected regarding the origin of the information 

studied, the ratings assigned within the Polygraph scale, the topics worked 

on, the verification methods used and, finally, the countries to which the 

verified content referred. One of the study’s main conclusions is the predom-

inance of verifying facts concerning information classified with a certain 

degree of falsity. It is also apparent how the evolution of the pandemic and 

the scientific advances made, for example, through the development of the 

first vaccine against the disease, affected the amount and type of Covid-19 

content checked.

Keywords: Fact-checking, disinformation, Covid-19, Polígrafo. 

Chapter 9. Framing Covid-19: How Fact-Checking Circulate On The 
Facebook Far-Right

Raquel Recuero, Taiane Volcan, Felipe Soares, Otávio Vinhas & Luiz Ricardo Huttner

This research focus on how fact-checking links circulate on Facebook 

groups/pages that also shared disinformation, particularly, the ones affili-

ated with the far-right. Through a three-step method that included content 

analysis, discursive analysis and social network analysis, we analyzed pub-

lic 860 posts and found out that: (1) while fact-checking does circulate on 

these groups, they tend to be framed as disinformation through posts on 

far-right ones, which we call “explicit framing”; (2) the far-right groups tend 
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to cluster around specific fact-checking links that are mostly shared with-

out a framing text, but whose theme support their own ideological narrative 

(which we call “silent framing”) and; (3) both explicit and silent framing tend 

to happen through populist discourse connections. 

Keywords: Covid-19; Fact-checking; Far-right; Populism; Facebook.



CAPTURING AND DISSECTING THE COMPLEXITY 
OF PRODUCTION AND DISSEMINATION OF 
CONSPIRACY THEORIES, HATE-BASED RHETORIC, 
AND MIS-AND DISINFORMATION ONLINE 

Ardian Shajkovci, Ramón Ruti, Asli Altinbay, Matteo Gregori, Amanda 

Garry & Allison McDowell-Smith1

Introduction

The current social media landscape facilitates a direct 

spread of harmful, manipulative, and misleading infor-

mation online (Hameleers, Powell, van Der Meer & Bos, 

2020; Lewis & Marwick, n.d.) One of the major threats 

of the current online ecosystem is that mis-and disin-

formation often has more profound reach and flow than 

facts themselves (Innes, 2019). At least two-thirds of 

adult Americans rely on social media for some of their 

news updates and to react to news stories (Shearer & 

Gottfried, 2017). However, this can become dangerous 

when considering how the online environment can ma-

nipulate the soft facts of news stories to spread rumors, 

conspiracies, and social fragmentation (Innes, 2019; 

Christou 2020; Walther & McCoy, 2021; van Der Vegt, 

Gill, Macdonald & Kleinberg, 2019). Fringe independ-

ent websites and alternative social media platforms 

such as Telegram, Parler, and Bitchute have increasing-

ly become major spreaders of mis-and disinformation 

and extremist rhetoric. These spaces have also become  

1.  The American Counterterrorism Targeting and Resilience Institute (AC-
TRI) and Storyzy. The authors wish to thank ACTRI Research fellow Sa-
mantha Walther for her assistance with data collection and analysis. 

Chapter 1
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echo chambers of hate-based rhetoric and mis-and disinformation that 

can largely influence online users seeking propaganda related to specif-

ic movements. Alternative social media platforms are increasingly being 

characterized as spaces that “challenge traditional media” and serve as 

“self-perceptive corrective tool of traditional media” (Walther & McCoy, 

2021, p.100).

By primarily utilizing QAnon as a case study, the authors relied on automat-

ed data collection processes and a digital disinformation detection platform 

to gather data surrounding the movement of conspiracy theories and mis-

-and disinformation online. Given the significant presence of conspiracy 

theories and mis-and disinformation on smaller and alternative social me-

dia platforms that are becoming increasingly popular among many users, 

the authors also sought to provide insight into innovative methodologies to 

collecting and analyzing “big data” on social media platforms in general, 

while also elucidating a larger goal of future collaborations to seek rigor-

ous methodological and technological approaches to address the issue at 

hand. As also discussed in the ensuing sections, alternative platforms are 

increasingly becoming aggregates for hate-based and mis-and disinforma-

tion related posts, warranting further research to prevent such content 

from gaining further legitimacy and credibility within the online user base 

and beyond.

Key Considerations of the Evolving Social Media Landscape

In 2016, Facebook, YouTube, and Twitter started struggling with monitoring 

and content moderation of their platforms. This was in large due to difficul-

ties managing the presence and distribution of large amounts of information 

across diverse and polarized user base (Gillespie, 2018). Despite the initial 

hands-off approach on dealing with the issue, main platforms started ad-

dressing hate speech, conspiracy theories, and other harmful content by 

tightening their Terms of Service (ToS), Community Standards (CS), or im-

plementing more severe actions like censoring content and deplatforming 
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users. In February of 2022, in large part in response to COVID-19 crisis, 

Facebook (Meta) introduced its misinformation strategy dubbed as “remove, 

reduce, inform.” (Meta, 2022). The platform will remove misinformation in 

those instances when:

 · “When misinformation has the potential to cause imminent physical 

harm.” (Meta 2022, p.1)

 · “When misinformation has the potential to interfere with or suppress vot-

ing.” (p.1)

 · When content is manipulated in a way that would not be apparent to an 

average person.” (p.1)

In 2016, Facebook also launched a fact-checking program that “focuses on 

identifying and addressing viral misinformation, particularly hoaxes with 

no clear basis in fact.” (Facebook, 2019). 

Deplatforming seemed to be an effective intervention to decrease the spread 

of misinformation, but only in the short term. When users are deplatformed, 

all their content is removed from the platform, and they can no longer create 

an account using their real names. Many information technology practition-

ers and scholars argue that when an account, website, hashtag, or piece of 

content is taken down, new ones can be created to replace them accord-

ingly (Ali, 2021). Taking down user accounts and censoring their material 

could be counterproductive and may result in drawing people’s attention 

to suppressed materials (and hence publicizing extremist’s cause) due to 

the so-called “Streisand effect” (Tworek, 2020). In fact, while there are 

ample empirical studies on the efficiency of account takedowns vis-a-vis ex-

tremist/terrorist content, little has been done for disinformation networks 

(Innes, 2021). 

Notable cases of misinformation-related deplatformed users are David 

Icke, influencer of the “New Age” conspiracy theories also tied to Qanon 

movement, with 800,000 followers on Facebook as of April 2020, and Kate 

Shemirani, a nurse known for her anti-vaccine and antisemitic rhetoric, 
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with thousands of followers at the time of her account removal in September 

of 2020. A study by Innes & Innes (2021) demonstrated that the deplatform-

ing of Shemirani and Icke triggered aided suppressing problematic behavior 

and content in the short term, but also led to two unintended consequenc-

es: (1) the spawning of fake accounts spreading the content produced by 

the ‘influencer’ off-line or on other platforms and (2) the increasing of the 

resilience of the network by encouraging them to establish their presence 

in other platforms. Compared with other problematic extremist content, 

controlling mis-and disinformation is more challenging given (1) the less 

clear-cut contested nature of the harm and (2) because its removal may 

raise concerns about freedom of speech rights (Douek, 2021). Alternative 

measures to deplatforming have been taken into consideration to tackle the 

spread of mis-disinformation on online platforms, including content labe-

ling and warnings, fact checking, media literacy campaigns, and limits on 

advertising revenue. However, current literature lacks empirical evidence 

on their effectiveness to reduce the spread of mis-and disinformation, and 

the heterogonous nature of disinformation makes intervention difficult to 

develop (Mena, 2019; Pennicook et al., 2020). 

Given these actions to restrict misinformation, disinformation, and conspir-

acy theories, many conservative users have and continue to migrate to less 

regulated and monitored platforms. Gab, for example, after the so-called 

Twitter “purge” of far-right users in 2016, gained millions of new users in 

just a few weeks (Rogers, 2020). A study on Twitter, Gab, and Reddit users’ 

datasets showed that 59% of users who were deplatformed from Twitter 

created a new account on Gab (Ali et al., 2021). Aliapoulios et. al noted how 

“Parler experienced large influxes of new users in close temporal proximity 

with real-world events related to online censorship and deplatforming on 

mainstream platforms.” (p. 7)

The far-right/conspiracy theorists’ migration from public-facing to close so-

cial media platforms took place principally in 2018, and many described it 

as massive. Past research analyzing QAnon on Telegram has shown the 
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movement’s growth on the platform and observed a 17% increase in group 

size of QAnon-related groups over 39 days in 2020. (Garry, 2021). The 

duality of such new platforms allows conspiracy theorists to create open 

channels, where individuals believing the same theories can spread evi-

dence supporting their movement’s thoughts, as well as close, invite-only 

channels used to further convert more believers. Though the overall num-

bers of interactions recorded are generally lower than on mainstream 

platforms, the content shared in alternative social media is likely to be more 

toxic (Ali, 2021). A study by Zihiri et Al (2022) indicated that among far- 

-right QAnon groups in Telegram, the main topics remain race-related in 

a negative and discriminatory perspective. Besides, the absence of mod-

eration of harmful content—unlike on public-facing media—coupled with 

the anonymity offered by alternative platforms, foster a high-potential 

radicalization environment (Katz, 2020).

QAnon Case Study

QAnon supporters are considered the pioneers of a distributed infrastruc-

ture of disinformation and misinformation that spans multiple platforms, 

including those often described as isolated, peripheral venues of the internet. 

To better understand the QAnon phenomenon, it is necessary to understand 

how such platforms work as structural bridges of the wider communication 

ecology. Previous studies demonstrated significant prevalence of deceptive 

information on smaller platforms relative to mainstream social media plat-

forms (Zeng & Schäfer, 2021). Although QAnon originated from a relatively 

unpopular platform like 4chan, the movement quickly emerged in other 

mainstream media like Reddit, Twitter, Facebook and most importantly 

YouTube. QAnon’s presence in the famed video-sharing platform is still 

moderate, with 868 active channels and 5,352 videos garnering 122,107,633 

views as of December 2019 (de Zeeuw et al., 2020). Starting June 2018, 

QAnon content on the platform evolved from informal, “personal” vlogging 

style documentaries to professional cinematic videos, aimed at increasing 

the reach of the movement in the mainstream. Despite QAnon managing to 
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push its content through YouTube’s search and recommendation systems, 

the platform is still quite isolated from the whole online disinformation 

ecosystem. A study by Gallagher et al. (2020) found that 20.4% of QAnon-

-related posts on Facebook redirected to YouTube videos, while only a few 

of the YouTube videos shared a link to QAnon’s communities on other plat-

forms (Gallagher et al., 2020). 

Among QAnon followers on 8Kun and Gab, information shared mainly in-

volves COVID-19 related content, including news updates and government 

response, as well as medical discussions about the virus. Among these 

discussions, Zeng & Schäfer (2021) found that 32% of the posts feature con-

spiracy theories content. Such media platforms are not used to produce 

disinformation but are rather exploited to repost content shared from other 

sources. As seen in Zeng & Schäfer (2021), YouTube and Twitter are the two 

most sourced websites on Gab and 8kun (13% of the overall posts). Other 

prominent sources cited include controversial far-right news websites like 

ZeroHedge and, not surprisingly, QAnon-related websites like wearethene.

ws and qnotables.com. Similar results have been found while analyzing the 

data collected by the American Counterterrorism Targeting and Resilience 

Institute (ACTRI) “Telegram Monitoring Project,” an initiative that monitors 

and analyzes the activities of groups linked to extremism, violent extrem-

ism, conspiracy theories, and mis-and disinformation on Telegram. 

As can be seen in Fig. 1 below, links redirecting to video-sharing platforms, 

namely youtube.com (and mobile version m.youtube.com), rumble.com, 

bitchute.com, and odysee.com are among the most popular. The latter three 

websites are known to have a hands-off approach vis-à-vis content mod-

eration within their domains; rumble is known to recommend conspiracy 

theories and harmful content more often than non-controversial content 

(House et al., 2021). Bitchute has been strongly criticized for allowing po-

litically extreme and hateful content, more so than any other platform 

(Trujillo et al., 2020). Rumble has gained popularity for allowing users to 

share antisemitic and anti-vaccine content to generate revenue through 
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cryptocurrencies (Bogle, 2021). In line with what the authors found utilizing 

Storyzy data platform, as discussed further below, most news links redi-

rect to Russian-based RT websites, an international TV network reportedly 

promoting anti-Americanism and anti-western sentiment, recently banned 

by the EU for spreading “toxic and harmful disinformation” following the 

Ukraine invasion. Interestingly, almost 50% of the overall URLs shared re-

direct to another Telegram channel or group (t.me). The result is even more 

telling when one considers that less than 1% of the links redirect to other 

alternative social media platforms. While more robust empirical research 

is warranted to demonstrate the flow of links from alternative social media 

platfiorms to Telegram channels, this result also suggests that Telegram’s 

mis-and disinformation communities do not seem to have a need to promote 

in other places, other than in already existing platforms namely. A snapshot 

of the partial network can be seen in Fig.2. below. The data collected in the 

project also revealed several links redirecting to lawful academic and scien-

tific papers. This result is consistent with the hypothesis that alt-right and 

conspiracy theories groups seek to achieve intellectual legitimacy by active-

ly engaging with scholarly literature—then moving back to simple lifestyle 

suggestions and populism. 

Figure 1—Number of URLs shared within disinformation groups on Telegram by domain. 
Source: Authors
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Figure 2—Social Network of Telegram channels and linked sources from the ACTRI 
Telegram Monitoring Project Nov. 2021 -Feb. 2022. Red nodes represent web domains, blue 
nodes represent Telegram channels. For aesthetic reasons, the plot displays only domains 
shared by at least 15 of the 40 most active channels.Source: Authors

The fact that a large part of the content shared comes from authoritative, 

neutral, or non-politicized sources lends credence to the idea that QAnon 

supporters tend to construct conspiratorial explanations of news reported 

somewhere else, rather than deliberately creating fake news from scratch. 

This process of assembling pieces of information (called crumbs) from 

breaking news events into “coherent” conspiracy narratives is referred to 

as “baking” (Munn, 2019).

Little empirical research has been conducted on the role of smaller social 

media platforms when it comes to mis-and disinformation, despite some 

available evidence indicating that the phenomenon is not just a Facebook 

or a Twitter problem. In 2016, forum-based social media Reddit, 9gag, and 
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Tumblr removed several hundred accounts used to spread divisive narra-

tives on Russia’s 2016 elections and a rhetoric to subvert US democracy 

(Lapowsky, 2018; Russel & Collins, 2018; Thomsen, 2018). New generation 

social media platforms leverage their open and anonymous (or even encrypt-

ed) nature to attract new users and hence represent an ideal entry point to 

insert mis-and disinformation into the online discussion. The mis-and dis-

information content shared in the platform is likely to proliferate across the 

same platform, and later to different ones, to build credibility around the 

topic, amplify its impact and eventually hiding its origin. Melesehevich and 

Schafer (2018) compared the spread of disinformation to “illicit fund laun-

dering, “specifically, “Just as ill-gotten money needs to be moved from an 

illegitimate source into an established financial institution, disinformation 

is most powerful when a façade of legitimacy is created through “infor-

mation laundering.” (p.1) The information laundering process consists of 3 

steps: (1) “placement,” i.e., the posting of the misleading information on so-

cial media; (2) “layering,” i.e., the spread of disinformation from its point of 

origin to more credible sources; and (3) “integration,” i.e., the phase where 

the disinformation is adopted by several sources and disseminated by other 

users on social media (Melesehevich & Schafer, 2018). 

Methodology 

The authors have focused several recent articles on the spread of hate- 

-based rhetoric, conspiracy theories, and mis-and disinformation online. 

The research has particularly focused on the prevalence of the aforemen-

tioned on smaller, alternative social media platforms such as Telegram. 

The authors generated automated data collection processes (“bots”) and 

relied on Storyzy’s Software-as-a-Service (SaaS) tool. Storyzy developed a 

SaaS platform that helps to identify and analyze the global spread of online 

disinformation. This platform allows analysts to analyze disinformation net-

works and information environments (Storyzy 2022). In the context of this 

chapter, the authors utilized Storyzy platform to collect data on the spread 

of QAnon disinformation. The Storyzy platform offers source analysis, 
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topic analysis, article analysis, image analysis, IP address analysis, country 

analysis, social media analysis, and helps users to analyze disinforma-

tion sites, blogs, articles, YouTube channels, alternative video platforms, 

Telegram channels and tweets. The authors, for instance, were able to input 

certain topic keywords, such as “QAnon,” into Storyzy’s platform, which 

would return information on all cited articles, trusted and disinformation, 

regarding the topic. Storyzy contains a range of source classifications, in-

cluding “Trusted, Disinformation, Think Tank, NGO, Academic, Association, 

Government, IGO, Political Party, Religious and Uncategorized” (Storyzy 

2022). The two main categories analyzed in this chapter were “Trusted” 

and “Disinformation.” Disinformation is broken down further into subcat-

egories which include “Clickbait, Conspiracy, Extreme left, Extreme right, 

False information, Hate, Propaganda, Pseudoscience, Satire, and Tabloid” 

content (Storyzy 2022). 

Data Collection

The initial study by the authors relied on the Storyzy platform to gather 

quantitative data regarding the spread of QAnon related conspiracy theo-

ries and disinformation (Garry, Walther, Mohamed & Mohamed, 2021). 

The authors utilized Storyzy’s topic analysis feature to study QAnon sites 

and blogs that were sharing disinformation between March 1, 2020, and 

November 1, 2020. Simply by inserting the topic “QAnon” into the database 

and selecting this date range, the Storyzy platform automatically returned 

results regarding “Article Volume History about QAnon” broken down by 

source type (trusted sources versus disinformation sources). The results 

also included information of the 10 most cited articles about QAnon, 10 most 

cited sources about QAnon, top 10 source locations, a network analysis of 

the articles, and information on HTML tags to identify possible influence 

networks. However, the results focused on the article volume history to 

identify patterns and trends. 

Storyzy platform has expanded analytic capabilities to extract data from 

smaller, alternative social media spaces, particularly focused on Telegram, 
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through its “Telegram Analysis” feature. Relying on an initial dataset of 208 

Telegram channels classified as spreading hate-based rhetoric on Telegram, 

Storyzy was able to expand its algorithms to extract data from public chan-

nels and is continuously growing its index of channels and messages. To 

expand on the initial results, the authors also utilized the most recent 

“Telegram Analysis” feature provided by Storyzy. The Telegram feature 

is applied the same way as the topic analysis but analyzing the message 

volume history and links on Telegram channels rather than independent 

sites and blogs. The Telegram feature returns results regarding message 

volume history over the selected date range, the content of the messages by 

category, top 10 Telegram messages and top 10 Telegram accounts over the 

selected period, top 10 Telegram messages and top 10 Telegram accounts 

on the day preceding the request, top 10 sources and top 10 articles shared 

in Telegram messages, and the Telegram accounts network displaying the 

links with the shared sources which allows to identify Telegram communi-

ties that spread disinformation. 

With the Telegram feature being novel, the number of channels in the 

Storyzy database is a work in progress and continues to grow daily. While 

the number of channels may be currently limited, it is constantly growing, 

and the feature provides a cutting-edge means for analyzing disinformation 

on an alternative social media platforms. Utilizing these features, the re-

sults highlight both the vast spread and sources of disinformation related to 

Qanon and the practicality of multidisciplinary collaborations to track and 

mitigate the growing threat of disinformation online. 

The authors collected data through two distinct time periods: March 2020 

through November 2020 and August 2021 through February 2022. 

Findings

Finding 1: There was a total of 39,692 articles regarding QAnon released be-

tween March 1, 2020, to November 1, 2020, illustrating an 843.4% increase in 

QAnon publications compared to the eight months prior.
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Articles from both trusted and disinformation sources were included in this 

search. Focusing on disinformation more specifically, the research analysis 

revealed that there was a total of 17,152 disinformation publications from 

the original Q drop on October 28th, 2017, to November 1, 2020 (Chart 1).2 

However, 46.8% of all those disinformation publications were released after 

March 1, 2020, suggesting an alarming rise in QAnon disinformation in the 

months preceding the 2020 U.S. Presidential election movements.

Chart 1—Volume of QAnon articles published by disinformation sources from October 
28th, 2017, to November 1, 2020. Source: Storyzy

Finding 2: The top 10 most cited disinformation sources about QAnon were 

distributed by a range of independent fringe websites, both from the United 

States and abroad.

Websites such as the Westernjournal.com, the gatewaypundit.com, breit-

bart.com, pjmedia.com, and the federalist.com are all classified as extreme 

right-wing news sources. These sources listed in Table 1 are the most quot-

ed or cited disinformation and misinformation sources for other articles. 

2.  For a discussion on “Q drop,” please see Garry, A., Walther S., Rukaya R., Mohammed A. (2021, 
March). QAnon conspiracy theory: Examining its evolution and mechanisms of radicalization.
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This analysis revealed that fringe and biased websites play a large role in 

the creation of disinformation that then gets re-shared to alternative spaces 

like Telegram.

Table 1—Top 10 Most Cited Sources about QAnon from March 1, 2020 - November 
1, 2020. Source: Storyzy

Finding 3: A comparative analysis of messages across different languages re-

vealed that certain languages and regions of the world (Germany, for example) 

have a higher prevalence of QAnon-related disinformation.

The authors utilized “The Storyzy Telegram” feature and analyzed 2,748 

English messages featuring QAnon from March 1, 2020, to November 1, 

2020 (Chart 2). Comparatively, there were nearly 8,075 QAnon messages 

on Telegram in German during the same timeframe, illustrating the dis-

parity among the spread of misinformation across different cultures and 

geographic locations respectively. Close to 6,000 of those messages were 

from disinformation sources, which indicates that disinformation outlets 

are the primary driver in circulating this rhetoric. 

There were only 265 messages found in Spanish, 1,055 in Russian, 594 in 

Italian, and 57 in French. Therefore, certain languages and thus the com-

munities and countries where those languages are predominately spoken 
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may be more prone to spreading QAnon disinformation than others. While 

this number is most likely a small sample of the true amount of content 

on Telegram, it reveals a significant discrepancy in the percentage of mes-

sages that contain disinformation. This analysis revealed that 1,985 out of 

the 2,748 (72.2%) messages were from disinformation sources as opposed to 

trusted sources. 

This is a much larger percentage of messages being from disinformation 

sources on Telegram compared to the overall topic analysis of QAnon con-

tent from other sites and blogs. When analyzing the topic of QAnon on other 

sites and blogs during the same time period, only 20.2% of all publications 

were from disinformation sources. This suggests that despite most recent 

publications regarding QAnon being from trusted sources, as conversations 

move to alternative spaces, the prevalence of disinformation significant-

ly increases. Users on Telegram create their messages based heavily off 

disinformation sources which are then shared throughout the Telegram 

channels. As Table 2 suggests, not only is disinformation more prevalent 

than truthful information, but disinformation sources also receive signifi-

cantly more views as well. 

Chart 2—Telegram Message Volume from March 1, 2020 - November 1, 2020.Source: 
Storyzy 
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Table 2—Telegram Message Volume from March 1, 2020 - November 1, 2020. Source: 

Storyzy 

Finding 4: Of the channels currently in the Storyzy database, the QAlerts App 

channel on Telegram is the most widely viewed QAnon related channel during 

the eight-month period prior to the election (Table 3). 

This channel has over 55k subscribers worldwide and simply re-posts the Q 

drops to Telegram. This channel does not have a discussion option; howev-

er, this is one of the most widely shared channels. The content from QAlerts 

App channel is posted on other Telegram channels that do allow for conver-

sation. Other channels such as QAnon International Info, Qlobal Change 

USA, and the Conspiracy Hole continue to spread conspiracy and extreme 

rhetoric surrounding several topics. Most notably, the conversations gen-

erally share conspiracy beliefs about the vaccine being a government 

orchestrated plan to wipe out large portions of the population, election fraud 

speculation, as well as racist and anti-Semitic rhetoric. Most of the most 

viewed channels leading up to the election were classified as disinformation 

and garnered over 7,800,000 views accumulatively. 
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Table 3—10 Most Viewed Telegram Channels from March 1, 2020 - November 1, 2020. 
Source: Storyzy 

Finding 5: The 10 most shared sources about QAnon and which independent 

websites were most linked to on Telegram channels (Table 6). 

The QAlerts.pub (same site as qalerts.app) has significantly more shares 

than any other websites, highlighting this site’s role in the flow of QAnon 

disinformation from the original Q drop, to notifying adherents, and then 

to being shared on alternative platforms. Speculations can be made as to 

why certain sources were used more than others, and what elements in 

each forum were more appealing among adherents. Examining the nu-

ances between each website can reveal minute details and tactics that are 

leveraged to manipulate users online and further radicalize them through 

conspiracy-based rhetoric. 
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Table 6—10 Most Shared Sources about QAnon from March 1, 2020 - November 1, 2020. 
Source: Storyzy 

Finding 6: There is a solid social network among misinformation sources and 

their appeal among users on Telegram. 

Figure 3 below reveals the Telegram communities that share disinforma-

tion sources. The squares represent websites while the circles represent 

Telegram channels. This social network visualizes which sites and links get 

shared to individual Telegram channels. The social network visualization 

below highlights the range and complexity of disinformation-related sourc-

es online, across independent websites, news hubs, and blogs, to just name 

a few. For example, content is being pulled from independent QAnon-related 

websites, far-right websites, pseudoscience websites, and independent far- 

-right biased news sources to the Telegram channels. This allows a range of 

disinformation to then be accumulated onto any singular QAnon channel, 

exacerbating the range of social problems that QAnon can manipulate into 

its ideology and rhetoric. The extent of the connectivity and disinformation 

data flow as it relates to Qanon serves as a barrier to objective reporting, 

threatening the very fabric of legitimate news and information sources in 

the fight against conspiracy theories, mis-and disinformation, and hate- 

-based rhetoric. 
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Figure 3—Social Network of Telegram Channels and Linked Sources from March 
1, 2020- November 1, 2020. Source: Storyzy 

Finding 7: In the eight-month period prior to the 2020 presidential election, 

disinformation related to QAnon was on the rise. 

Disinformation was being produced at greater rates by independent web-

sites and new sources, as well as being consumed on Telegram more rapidly 

than trusted sources. This finding is in line with previous research indicat-

ing that falsehoods and disinformation often spread more rapidly and more 

widely than verified facts (Innes, 2019). The digital environment, especially 

those on alternative social media platforms such as Telegram, has become 
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a primary means for spreading QAnon rhetoric and other lines of extremist 

thinking. The QAnon movement is unique in the fact that it has evolved 

from simple disinformation online to one of the most prominent lines of 

political thinking in the United States and has currently manifested into at 

least 23 instances of violence, including the Capitol Insurrection on January 

6th, 2021. 

A major component of the original QAnon study focused on tracking the 

flow of QAnon disinformation after the initial Q drop. The researchers 

found that after the original Q drop was shared to 4chan or 8kun, the up-

date would make its way down to independent QAnon sites like Qalerts.

app. These sites would serve as aggregates for all Q drops and often notified 

users of new Q drops. As users became aware of the new information, it 

was then that they could be reposted to individual blogs and Telegram chan-

nels to truly create further echo chambers and conversations. The digital 

disinformation platform allowed the authors of the article to retrospectively 

analyze the most popular sources reaching Telegram and the quantity of 

disinformation on these QAnon Telegram channels. 

Finding 8: Continued threat of mis-and disinformation sources and their appeal 

among users on Telegram. 

The recent data collected between August 2021 and February 2022 sug-

gest significant user engagement with Qanon content on Telegram, 

considerably more significant compared to data collected between March 1, 

2020-November 1, 2020 (See Table 7). For instance, “Topic Analysis” feature 

on Storyzy platform revealed over 11 million views of the content on Qanon 

classified as a disinformation source by the platform. 



Capturing and dissecting the complexity of production  
and dissemination of conspiracy theories, hate-based rhetoric,  

and mis-and disinformation online42

Table 7—Telegram Message Volume on QAnon from August 24, 2021 - February 25, 2022. 
Source Storyzy

The network link analyses below (Fig. 4, 5) demonstrate signaling behavior 

between users and information to and within alternative platforms. Put dif-

ferently, the network-based visualization below highlights certain aspects 

of the information travel patterns as it relates to Qanon between Telegram 

channels. 

Squares: Outlet, sources

Nodes: Telegram accounts
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Fig. 4. The network visualization reflects Telegram accounts that share a particular post or 
source of information. For instance, the Telegram account @patriotarmy shared this specif-
ic link/outlet: https://www.bitchute.com/video/UimTMFGQb0Br on its Telegram channel 
Patriot Army – Telegram. This particular Telegram account also shared https://www.
bitchute.com/video/UimTMFGQb0Br on its Telegram channel Patriot Army – Telegram. 
This particular Telegram account also shared https://www.thegatewaypundit.com/2021/11/
exclusive-john-pierce-william-shipley-take-defense-qanon-shaman . See table below for addi-
tional breakdown. Source: Storyzy

Source: Storyzy

https://www.bitchute.com/video/UimTMFGQb0Br
https://t.me/s/patriotarmy/140652
https://www.bitchute.com/video/UimTMFGQb0Br
https://www.bitchute.com/video/UimTMFGQb0Br
https://t.me/s/patriotarmy/140652
https://www.thegatewaypundit.com/2021/11/exclusive-john-pierce-william-shipley-take-defense-qanon-shaman
https://www.thegatewaypundit.com/2021/11/exclusive-john-pierce-william-shipley-take-defense-qanon-shaman
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Squares: Outlet, sources

Nodes: Telegram accounts

Fig. 5. The network visualization reflects Telegram accounts that share a particular post or 
source of information. For instance, @highdmary Telegram channel has shared 21 messag-
es containing this particular post https://www.bitchute.com/video/iAd0YVsSpSI1. Other 
Telegram channels such as @qflys, @archiveanon, @redcapmaga, and @rightmindedpatri-
ots similarly shared the same post. 

https://asfasf.best/a?u=https://t.me/highdmary
https://www.bitchute.com/video/iAd0YVsSpSI1
https://asfasf.best/a?u=https://t.me/qflys
https://asfasf.best/a?u=https://t.me/archiveanon
https://asfasf.best/a?u=https://t.me/redcapmaga
https://asfasf.best/a?u=https://t.me/rightmindedpatriots
https://asfasf.best/a?u=https://t.me/rightmindedpatriots
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Source Storyzy

Limitations and Conclusion

This chapter engages with the important issue of the role of smaller social 

media platforms, as part of a wider media ecosystem engaged in construct-

ing and communicating hate-based rhetoric, conspiracy theories, and 

mis- and disinformation. The authors have attempted to make the point 

that much of the current political, popular and media conversation about 

regulating social media focuses upon the role of mainstream social media 

platforms, namely Twitter, Facebook and to a lesser extent YouTube, which 

might be somewhat misplaced and misleading. Despite the renewed inter-

est on the subject by policymakers and practitioners in the field, it remains 

a largely neglected topic that requires robust analysis to draw real world 

implications of the presented argument. The authors have attempted to 

present an initial discussion focused upon link analysis, signaling behavior 

between users and information to alternative accounts, and the like. An at-

tempt was also made to employ network-based visualization tools to convey 

certain aspects of the information travel patterns, while highlighting the 

need for more robust research to data-driven analysis and interpretation in 

mapping the links between nodes. 

The authors have attempted to make the case that a sole focus of main-

stream social media platforms like Facebook and Twitter vis-a-vis debates 
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on social media regulation may not necessarily capture the complexity 

of the production and dissemination of hate-based rhetoric, conspiracy 

theories and mis-and disinformation online. This is especially important 

considering that Telegram has been explicitly positioning itself in the media 

ecosystem with a libertarian and freedom of speech protecting ethos, in the 

United and other western countries included, which does reduce the oppor-

tunities for regulation securing traction.

Storyzy database has over 2 million indexed sources of information, with 

over 42,000 classified as disinformation sources tracked in over 41 languag-

es. Storyzy defines disinformation as “any form of intentional manipulation 

aiming at publishing and spreading false information, conspiracy theories 

or propaganda so as to deceive the audience,” (Storyzy 2022) classified 

under 10 categories, with “propaganda, hate, satire, false information, con-

spiracy, viral content, extremist, pseudoscience, and tabloid” being some of 

them (Storyzy 2022). Classification of disinformation sources is achieved 

through a mix of human-led expertise and artificial intelligence (AI). Such 

data classification process is deemed important to enable initial data iden-

tification and classification (human-led expertise) and then rely on AI to 

sift through significant data points and generate conclusions that go beyond 

mere analyst’s collection and interpretation of data. 

Storyzy focuses on assessing reliability but not veracity, meaning that not 

all pieces published by a disinformation outlet are necessarily false and 

some pieces published by trusted sources can spread false information. 

For instance, RT.com may be considered a vector for disinformation but 

equally some of their output may be considered factually accurate. In this 

sense, how and why an outlet can objectively be defined as a “disinforma-

tion source” may be tricky at times. Likewise, even for Q based Telegram 

channels, some of what they convey may be true, and much of the traffic 

may be adherents engaging in ‘social chatter’ and/or commenting or debat-

ing particular claims and counterclaims. Such content does not necessarily 

constitute disinformation. Furthermore, data analysis platforms and tools 

have strengths and weaknesses that shape and mold what data is and is 
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not served up to the analyst. These structuring influences are important to 

consider when making a reasoned assessment of the validity and reliabili-

ty of the findings presented. Additionally, some of the issues raised in the 

chapter are symptoms of the unique affordances of Telegram as a platform, 

and not necessarily of non-mainstream platforms more generally. 

Other significant limitation in studying the generation and spreading of 

hate-based rhetoric and mis-and disinformation using open-source gather-

ing tools is that individuals and groups may be relying on newly developed 

text-based instant messaging platforms. For example, between 2018- 

-2019, a few months after Telegram increased the enforcement of its ToS 

to tackle the spread of jihadist content in the platform, many IS-affiliated 

online jihadists started testing marginal communication channels like BCM 

Messenger, Hoop Messenger, Riot.im, Rocket.Chat, TamTam, and Gab chat 

(the official instant messaging client for Gab.com); they became the echo 

chambers of far-right extremist activity absent content moderation and 

content removal policies (Clifford, 2020). Such platforms leverage the an-

onymity of their channels through end-to-end encryption to attract users, 

meaning no message can be accessed outside the communicating group, not 

even the platform itself. Most of the researchers carried out focus on using 

open-source data, retrievable from open media platforms like Facebook and 

Twitter, leading to an (inevitable) lack of information on smaller, alternative 

social media platforms. In this regard, the future research should remain 

on providing more robust accounts of the methodologies used (or that could 

be used) to trace how specific hate-based or mis-and disinformation content 

‘travels” and spreads across multiple platforms. 

Lastly, without adequate intervention, the internet and social media will 

continue to serve as breeding grounds for the cultivation and spread of 

hate-based rhetoric and mis-and disinformation. Vehement support for mis-

and disinformation, hate-based rhetoric and conspiracy-based causes can 

result in violence and opposition, as seen in the January 6th, 2021, riots. 

Smaller, alternative platforms present greater concerns as they provide 

limited space for counter-narratives and are likely to encounter new user 
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migrations from mainstream social media platforms. Failing to consistently 

address the issue may inadvertently contribute to the flow of hate-based 

rhetoric and mis-and disinformation online long term.
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THE TWILIGHT ZONE: CASE STUDIES 
IN MISINFORMATION & MASS MEDIA

Alyssa M. Brumis

Introduction

Misinformation and disinformation have always exist-

ed in American society. However, over the last three 

decades, with advancements across mass communi-

cation, like the Internet and social media, the problem 

has become more prevalent, with drastic and deadly 

consequences. Misinformation is spread across mass 

media platforms, reaching larger audiences than ever 

before (O’Connor & Weatherall, 2018). Both the ways 

in which we consume (mis)information and the speed 

at which we do so has radically changed, making it a 

complex and multifaceted social problem. Bennett and 

Livingston (2018) contend that disinformation is “a 

systemic problem that reverberates through the inter-

linked mainstream news media and alternative media 

ecosystem,” referred to as the DAR cycle: disinforma-

tion – amplification – reverberation (Udupa, 2020, p. 

5). And this surplus of misinformation across mass me-

dia – not only accessed on our televisions, radios, and 

computers, but now in the palm of our hands, on our 

cell phones, iPads, and tablets – impacts us in ways that 

leave us relatively defenseless.

Due in part to motivated reasoning, or emotion-based 

reasoning, researchers have determined that people 

are more likely to believe information that reinforces 

our pre-existing beliefs (Cooke, 2017; Keener, 2019). 

Likewise, a study by Lewis & Marwick (2017) confirmed 

Chapter 2
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that people are more likely to believe misinformation that reinforces their 

pre-existing beliefs. In a similar vein, processes like confirmation bias, also 

known as selective exposure, demonstrates that we seek out information to 

align with our pre-existing beliefs and we avoid information that does not 

(Sears & Freedman, 1967; Jonas et al, 2001; Phillips et al, 2014). Repetition 

also plays a role in how our brains respond and react to mis/disinformation: 

the more often we hear false information, the more we believe it to be true, 

known as the illusory truth effect (Hasher & Goldstein, 1977; Bacon, 1979; 

Arkes, Hackett, & Boehm, 1989; Begg, 1992; Fazio et al, 2015). And, shock-

ingly, even when false information is debunked, Nyhan & Reifler (2010) 

found that the “backfire effect” may occur, which describes a “boomerang 

effect” that further reinforces a belief in the incorrect information, making 

it incredibly challenging to combat. Furthermore, the ways in which our 

false beliefs impact our behavior illustrates why the surplus of mis/disinfor-

mation across American mass media is particularly alarming. 

As research suggests, false beliefs impact behavior (Geraerts et al, 2008; 

Baek, Kang, & Kim, 2019; Cheng & Luo, 2020; Roozenbeek, 2020). This 

could be relatively harmless depending on the topic: misinformation related 

to the flat-earther movement is far less threatening than misinformation 

related to the anti-vaccination movement, as the latter impacts public 

health outcomes. For example, the measles, which was previously eradi-

cated through vaccinations, made a resurgence in America due in part to 

the anti-vaccination movement (Hussain et al, 2018), marking 2019 with the 

highest number of reported cases since 1992 (Patel et al, 2019), demonstrat-

ing the dire consequences of misinformation. 

The following is a collection of three abbreviated case studies focusing on 

the dissemination of mis/disinformation across mass media, and the dead-

ly outcomes as a result. The overarching theme throughout each case is 

the notion that the spread of mis/disinformation disrupts our connection to 

facts, logic, and reality, to the point that it becomes a danger. These cases 

explore mis/disinformation as a threat to public safety, a threat to democ-

racy, and a threat to public health by examining the disseminators of mis/
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disinformation across mass media. Exposing the effects and consequenc-

es of mis/disinformation using interdisciplinary frameworks demonstrates 

the dangers posed within American society by turning the country into 

something that more closely resembles an episode of The Twilight Zone, a 

fictitious series that aired in the 1960s depicting surreal situations in an 

alternate reality that led to disturbing consequences.

Misinformation & Disinformation Defined

Wardle & Derakhshan (2017) differentiated between disinformation and 

misinformation by defining disinformation as “false information knowingly 

shared to cause harm,” and misinformation as false information without 

harm necessarily intended (p. 3). The difference lies in the intent, which 

can make it challenging to distinguish between the two, as they are context 

dependent by definition. Disinformation may be spread purposefully by one 

source, then spread unintended by another, moving it from disinformation 

to misinformation, and revealing an overlap between the two. 

Because my aim is not to debate intention, but instead to focus on impact 

and consequences of both dangerous disinformation and misinformation, 

I will primarily use the term misinformation to refer to false information 

and I will use disinformation only when there is clear intent that the false 

information was created and spread intentionally. I will use both mis/

disinformation and misinformation when speaking about both in a more 

general sense. 

Case I: Anti-Abortion Disinformation as a Threat to Public Safety 

In the summer of 2015, the Center for Medical Progress (CMP), an 

anti-abortion organization, became the center of a national news fire-

storm after releasing what was later identified as falsified videos which 

purportedly depicted Planned Parenthood officials selling fetal organs for 

profit. Before their debunking, however, these videos were disseminated 

by mainstream news media, who aided in legitimizing this disinformation 
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campaign through their incessant coverage. Even after their debunking, 

conservative American media continues to promote these lies – lies that led 

to unspeakable violence (Harsanyi, 2019).

On Friday, November 27, 2015, workers of Colorado Springs Planned 

Parenthood clinic anticipated another routine day of providing medical 

care and treatment to the town’s residents. Yet only months after these 

widely disseminated videos spread throughout mainstream news media, 

anti-abortion extremist Robert Lewis Dear turned an average day into a 

nightmarish hellscape that left three dead and nine wounded. 

The following research question is explored: 

 · How does Planned Parenthood related disinformation disseminated across 

mainstream news media pose a threat to public safety? 

Framework: Agenda-Setting Theory 

McCombs & Shaw (1972) described the “agenda-setting function of the mass 

media” as a way to influence its audience. The foundation of this theory 

is the notion that the press or mass media “may not be successful much 

of the time in telling people what to think, but is stunningly successful in 

telling its readers what to think about” (McCombs & Shaw, 1972, p. 177). 

As Dearing & Rogers (1996) described, salience – “the degree to which 

an issue on the agenda is perceived as relatively important” – is key in 

agenda-setting (p. 8). 	

The agenda-setting theory is particularly useful in understanding the ways 

in which mass media influences public perception. For example, when 

mainstream news media cover particular stories more frequently and fer-

vently, viewers perceive them as important. The more coverage of an event 

or issue, the more important the public believes that event or issue is. This 

becomes especially dangerous as it relates to the illusory truth effect, which 

relates to our proclivity to believe false information after repeated exposure 

(Hasher & Goldstein, 1977). Together, the agenda-setting theory and the illu-

sory truth effect demonstrate why the influx of mis/disinformation across 
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mass media is alarming, illustrated by the rapid and incessant circulation 

of falsified videos targeting Planned Parenthood created by the Center for 

Medical Progress. 

The Center for Medial Progress 

In the summer of 2015, the Center for Medical Progress (CMP), an anti 

-abortion organization, released videos purporting to depict Planned 

Parenthood officials selling fetal organs, which were later identified as 

doctored videos. CMP’s website identifies the organization as “a group of 

citizen journalists dedicated to monitoring and reporting on medical ethics 

and advances” who are “concerned about contemporary bioethical issues 

that impact human dignity” (CMP, 2019). 

Founded by David Daleiden, previously “director of research” at Live Action, 

an anti-abortion organization that opposes abortion under all circumstanc-

es, Daleiden became the driving force behind CMP’s summer 2015 operation 

against Planned Parenthood (Somashekhar, 2015). Daleiden managed to se-

cure airtime on a number of media outlets, where he promoted his baseless 

claims about Planned Parenthood purportedly selling fetal organs for profit, 

using his falsified videos as evidence. Daleiden’s inspiration for “investigat-

ing” Planned Parenthood is in itself a sham based on disinformation, or a 

“discredited 2000 campaign by Life Dynamics” (Kittel, 2015). As Media 

Matters for American described, Daleiden’s strategy for CMP comes direct-

ly from the playbook of Life Dynamics – a 90’s era anti-choice group that 

“also made wild allegations of illegal profiteering on fetal organs in order to 

whip up anti-choice media coverage” – which was a success, as demonstrat-

ed by the massive coverage CMP’s doctored videos received (Kittel, 2015). 

Mainstream News Media Coverage of CMP’s Disinformation Campaign

With the help of mainstream news media, CMP’s doctored videos quickly 

went viral during the summer of 2015. CMP’s doctored videos received na-

tional attention on networks like CNN, Fox News, MSNBC, and USA Today 

(Planned Parenthood, 2015b). In fact, a Google search using a custom date 
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range (June 2015 – October 2015) with the search term “planned parent-

hood video” reveals the extensive reach of this coverage, which does not 

even account for the “on-air” programming across cable news (i.e. news 

sources like CNN, The Guardian, The Hill, Vox, Fox News, The Federalist, 

Washington Post, New York Times, and ABC News, among others, circulated 

these videos – see figures 1-3 below). Like the agenda-setting theory argues, 

this constant attention makes it challenging for people not to think about it. 

Due to the illusory truth effect, it becomes nearly impossible for people to 

weed out the lies from the truth. For example, American lawmakers fell vic-

tim to these falsehoods, as they began drafting bills to reduce or eliminate 

government funding to Planned Parenthood (Pradhan, 2015).

Figure 1. CNN disseminates CMP’s deceptive videos purporting to depict Planned 
Parenthood officials selling fetal organs (CNN, 2015)

Figure 2. USA Today disseminates CMP’s deceptive videos that purportedly depict Planned 
Parenthood officials selling fetal organs (USA Today, 2015)
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Figure 3. C-SPAN hosts Daleiden to promote his doctored videos on behalf of CMP 
(Washington Journal, 2016)

Even after these videos were determined to be doctored and faked, the 

myth that Planned Parenthood “sells baby parts” has persisted. Months 

after the videos were released, Daleiden admitted to deceptively doctoring 

the videos (Planned Parenthood, 2015a). Yet more than four years later, in 

February 2019, The Federalist published an article titled “Media Are Still 

Trying to Pretend Planned Parenthood Didn’t Sell Baby Body Parts,” argu-

ing that Daleiden only edited the videos as any editor would, to clean it up 

for public consumption (Harsanyi, 2019). Additionally, a Google search on 

Planned Parenthood selling baby parts would leave a person with little-to-

-no knowledge of the situation very confused, as CMP and other sources 

claiming the videos are real come up on the first page of the Google search. 

Though debunked, conservative news media continues perpetuating CMP’s 

lies and distortions, even after the deadly violence that resulted. 

Anti-Abortion Disinformation: A Threat to Public Safety 

In November of 2015, Robert Lewis Dear killed three and injured nine dur-

ing his attack on the Colorado Spring Planned Parenthood clinic. Dear’s 

violence came just months after CMP’s doctored video release. As noted, 

the videos and claims were completely fabricated, but before being debunk, 

these lies reached mass audiences and continue to perpetuate. As we know 

based on our brain’s handling of disinformation, especially as it relates to 

the illusory truth effect, it is no surprise that even after the videos were 
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completely debunked, some still argue the authenticity of their claim. For 

example, as Media Matters for America reported, Dear referred to himself 

as a “warrior for the babies,” trying to ensure that there were “no more 

baby parts,” as shown below in figure 4 (Kittel, 2015). 

Figure 4. Robert Dear’s defense describes him as wanting to stop Planned Parenthood from 
performing abortions (Hutchins, 2015)

Dear is not alone in his proclivity towards anti-abortion violence. Law en-

forcement agencies “noted an uptick in violence against reproductive health 

care providers” following the release of CMP’s videos (Kittel, 2015). Vox’s 

Emily Crockett posited: “it is clear that threats, vandalism, and violence 

against abortion providers and clinics have escalated since this summer, 

when anti-abortion activists released deceptively edited videos that accused 

Planned Parenthood of ‘selling baby parts” (Kittel, 2015). Similarly, accord-

ing to Media Matters for America, by December of 2015, at least five Planned 

Parenthood facilities were attacked (Kittel, 2015). While Robert Lewis Dear 

is an extreme case, he is but one example that demonstrates how the dis-

semination of Planned Parenthood related disinformation across mass 

media has the ability to incite deadly attacks, threatening public safety 

in America.
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Case II: Misinformation in Political Ads on Facebook as a Threat to 
Democracy

Beginning in mid-2020, then-President Donald Trump began spreading 

election-related misinformation across Facebook using political advertise-

ments, falsely claiming the election was “rigged,” “stolen,” and “fraudulent” 

(Gogarty, 2020). These Facebook advertisements, paid for by the Trump ad-

ministration, had the potential reach of millions of Americans on the social 

media platform. 

Two months after the election, thousands of Americans invaded the United 

States Capitol in Washington, D.C., in an attempt to overthrow American 

democracy under the guise that the 2020 presidential election was rigged. 

As Joe Biden was set to be certified as the next President, rioters attacked 

police officers and threatened lawmakers, leading to five deaths and mark-

ing the first time in U.S. history since the Civil War that the county did not 

see a “peaceful transfer of power” (Polantz, 2021). In light of this event, the 

following research question is explored:

 · How does election-related misinformation in political advertisements dis-

seminated across Facebook pose a threat to democracy? 

Framework: Media Cultivation Theory

Founded by George Gerbner, media cultivation theory (originally applied 

primarily to television media) is a useful theory in understanding the im-

pact of mass media and social media in society. The term “cultivation” is 

used “to describe the independent contributions television viewing makes 

to viewer conceptions of social reality” (Gerbner, 1998, p. 180). As Gerbner 

explained, “mass-produced stories can reach [people] on the average of 

more than 7 hours a day” (Gerbner, 1998, p. 176). Fast-forward more than 

twenty years, we are now inundated with messages nearly every hour we 

are awake – mass media surrounds us. 
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Much like television, social media has infiltrated our lives – from our cell 

phones to our laptops, we have instant access to social media 24-hours a 

day. Because of this, communication theorists, such as Morgan, Shanahan, 

and Signorielli (2015) contend that cultivation theory is even more applicable 

in our “new media” environment (p. 674). Similarly, Nevzat (2018) examined 

how to “revive and adjust” cultivation theory to apply to social media, which 

is perhaps even more discrete in ‘cultivating our reality,’ as the content we 

consume is controlled by algorithms behind-the-scenes, meaning we as 

consumers do not have as much control over the social media content we 

encounter as we do other mass media platforms, like radio or television. But 

similar to television programming, social media sites, such as Facebook, 

promote and disseminate news stories, making it a new avenue for users to 

turn when seeking information.

Facebook as News Source 

According to the Pew Research Center (2019), 7 out of 10 adults use 

Facebook. Of those 7 out of 10 adult users, 74% use Facebook at least once 

a day. Of the American adult Facebook users, at least 4 out of 10 relies on 

Facebook for their news diet (Gramlich, 2019). And, in 2017, Pew Research 

reported that as many as 45% of Americans received their news from 

Facebook (Gesenhues, 2017). As media cultivation theory would argue, the 

high frequency at which American adults use Facebook (and daily) leave us 

more susceptible to believing the messages it disseminates, whether true 

or not (Nezvat, 2018). Unfortunately, particular Facebook policies allow the 

company to disseminate mis/disinformation, as shown by their political ad-

vertisement exclusion.

Facebook’s Political Ad Exclusion & Targeted Advertising 

The Internet and social media have allowed mis/disinformation to cir-

culate like never before, and Facebook has become quite popular among 

those seeking to disseminate and spread mis/disinformation (Bradshaw & 
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Howard, 2019). While Facebook relies on independent fact-checkers to ver-

ify posts, the company has an exclusion for political advertisements. For 

non-political advertisements, Facebook policies “prohibit ads that include 

claims debunked by third-party fact checkers,” but politicians are exempt 

from this policy, due to another company policy “that prevent it from taking 

action on the speech of politicians.” This means that political advertise-

ments are not included in the company’s fact checking policy, thus giving 

politicians a free pass to lie (Breland, 2019). 

This becomes more alarming when coupled with Facebook’s targeting ad-

vertising. As Vaidhyanathan (2019) explained: “Currently, two people in the 

same household can receive different ads from the same candidate running 

for state senate. That means a candidate can lie to one or both voters and 

they might never know about the other’s ads,” which “limits accountabili-

ty.” Furthermore, Vaidhyanathan (2016) described the harm this can do to 

election-integrity: “the potential for abuse is vast. An ad could falsely accuse 

a candidate of the worst malfeasance forty-eight hours before election day 

and the victim would have no way of knowing it even happened” (p. 179). 

Vaidhyanathan’s words serve as foreshadowing for the damage caused by 

the election-related lies spread through Trump’s Facebook advertisements. 

Trump’s Facebook Advertisements

Then-President Donald Trump successfully used Facebook’s political 

ad-exclusion to disseminate his political advertisements calling the 2020 

election into question. With over 500 advertisements leveraging unfound-

ed claims of voter fraud, each set with a reach greater than one million, 

Trump’s message attacked the integrity of the 2020 presidential election, 

claiming the election was “fraudulent,” claiming the “radical left is stealing 

the most important election of our lives,” and asking supporters to “defend” 

him and the election, as shown below in figures 5-6. 
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Figure 5. An example of Trump’s advertisements challenging the legitimacy of the election, 
with a potential reach of up to one million people (Gogarty, 2020)

Figure 6. An advertisement with a potential reach of one million, questioning the legitimacy 
of the election and asking supporters to “defend President Trump” (Gogarty, 2020)
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Election-Related Misinformation in Political Ads Across Facebook:  
A Threat to Democracy

On January 6, 2021, the consequences of these election-related lies were 

fully realized, as the United States Capitol came under attack by a mob of 

insurrectionists who stormed the building in hopes of reversing the certi-

fication of Joe Biden as the next President. Some rioters were dressed in 

tactile gear, armed with assault rifles, zip ties, and handguns. Many riot-

ers carried signs with phrases like “stop the steal” and “investigate election 

fraud” (as shown below in figures 7-9). Other rioters vandalized offices as 

they searched for congressmembers after breaching the building, and oth-

er rioters assaulted law enforcement officers, leaving hundreds injured 

(Fisher et al, 2021). Chants included “fight for Trump,” “stop the steal,” and 

“invade the Capitol” (Goodman & Hendrix, 2021). The events of the day 

left five dead, over 140 officers injured, and four law enforcement mem-

bers (who defended the Capitol during the riots) dying by suicide in the 

days and months following the insurrection (Schmidt & Broadwater, 2021;  

Farley, 2021). 

Figure 7. “Stop the steal” sign displayed at the insurrection on Jan. 6, 2021 (Bloomberg, 
2021)
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Figure 8. “Investigate election fraud” sign displayed at the insurrection on Jan. 6, 2021 
(Siegel & Faulders, 2021)

Figure 9. “Stop the steal” and “Trump won big” signs displayed at the insurrection on Jan. 
6, 2021 (Perrett, 2021)

By spreading election-related lies to convince Americans that the elec-

tion was “stolen” or “fraudulent,” Facebook became a disseminator of mis/

disinformation that resulted in deadly carnage. Using the lens of media 

cultivation theory, we know that mass media messages impact their au-

diences, and, with a large number of Americans relying on Facebook for 

news, it is imperative that the news in all forms – political advertisements 

included – are based in facts and reality, not lies and distortions. Politicians 

and political advertisements should not be held to a different standard than 

the rest of society, especially as it relates to election-related mis/disinfor-

mation, as is the case with Trump’s political advertisements. The spread 
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of mis/disinformation in political advertisements has the propensity for 

deadly consequences, as demonstrated on January 6, 2021, threatening 

American democracy. 

Case III: COVID Misinformation Disseminated by Fox News as a Threat to 
Public Health

In late 2019, a new, deadly virus known as the coronavirus, or COVID-19, 

began to spread worldwide after originating in China. By early 2020, the en-

tire world was impacted by the coronavirus pandemic. From the beginning, 

Fox News downplayed the severity of the virus, comparing it to the season-

al flu (Baragona, 2020). Fast-forward to the end of 2021, almost two years 

since COVID-19 struck in America, the network continued to disseminate 

misinformation about the virus. Through their effective use of conservative 

frames, Fox’s pundits became a driving force in disseminating coronavirus 

misinformation across the mainstream American news network. This is 

especially dangerous as early research confirms a direct link between a 

belief in COVID-19 misinformation and non-compliance with public health 

guidelines (Roozenbeek, 2020; Lee, 2020). 

Nearly two years into the pandemic, there are over 5 million deaths report-

ed globally and over 750,000 reported deaths in America (as of November 

8, 2021), with over 300,000 cases reported worldwide in the last 24-hours 

(New York Times, 2021; WHO, 2021). Still, Fox continues to disseminate 

coronavirus mis/disinformation. As such, the following research question 

is explored: 

 · How does COVID-19 misinformation disseminated by Fox News pose a 

risk to public health? 

Framework: Framing Theory

According to George Lakoff (2014): “Frames are mental structures that 

shape the way we see the world. As a result, they shape the goals we seek, 

the plans we make, the way we act, and what counts as a good or bad 
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outcome of our actions” (p. 2). Kuypers (2009) described why frames are 

critical to our understanding of reality: “Frames are so powerful because 

they induce us to filter our perceptions of the world in particular ways, 

essentially making some aspects of our multi-dimensional reality more 

noticeable than other aspects” (p. 181). Lakoff (2014) highlighted the impor-

tance of language in framing: “Language actives frames” and “changes the 

way the public sees the world. Framing is about getting language that fits 

your worldview” (Lakoff, 2014, p. 2). 

Fox’s Conservative Framing 

Fox News’ effective use of framing allows the network to promote a con-

servative worldview. As noted, Lakoff (2014) explained framing is about 

language and ideas – “the language carries those ideas, evokes those ide-

as” rather than explicitly stating it outright. Fox strategically frames their 

stories to evoke the Fox worldview, using conservative language to appeal 

to a conservative mindset – in particular, anti-government, anti-science, 

anti-expert frames. According to Lakoff (2014), “conservative language 

activates circuitry for the conservative worldview,” and Fox News is no-

torious for using solely conservative frames (Lakoff, 2014, p. 54; Brock & 

Rabin-Havt, 2012). 

According to cognitive science, “people think in terms of frames and meta-

phors—conceptual structures. The frames are in the synapses of our brains, 

physically present in the form of neural circuitry. When the facts don’t fit 

the frames, the frames are kept and the facts ignored” (Lakoff, 2014, p. 

121). This helps, in part, to explain why facts are so ineffective in changing 

minds. As Lakoff (2014) described: “We may be presented with facts, but for 

us to make sense of them, they have to fit what is already in the synapses 

of the brain” (p. 15). As Brock & Rabin-Havt (2012) explained, Fox News un-

derstands exactly how to frame particular debates. For example, during the 

Obama Presidency, Bill Sammons, VP and managing editor at Fox, released 

a memo to the Fox staff regarding the healthcare debate. He said: “let’s not 
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slip back into calling it “public option.” He continued, “government option 

versus public options has different connotations and thus people respond-

ed to it differently,” showcasing how equipped the network is in effectively 

framing important issues (Brock & Rabin-Havt, 2012). 

Fox pundits understand how to properly frame arguments, debates, and 

stories, using language to evoke conservative, right-wing ideologies. Fox 

also understands the power of repetition, which is important in framing 

(and to evoke the illusory truth effect, as repetition makes lies more believa-

ble). Along with effectively framing “news” stories to fit within a particular, 

conservative worldview, Fox is strategic in framing the organization as well. 

The name Fox “News” would likely lead people to believe the information 

they receive is from their platforms is, in fact, news. However, the network 

relies heavily on opinion disguised as fact. 

Opinion As Fact 

While Fox News brands itself with “news” in its name, the network relies 

primarily on talking heads and pundits to deliver opinion-driven, fact-less 

monologues. Opinion pieces framed as “news” allows Fox to operate as if it 

was promoting factual, reason-based information rather than misinforma-

tion, pure conjecture, and partisan opinions. Along with successfully using 

conservative framing to evoke the Fox News version of reality, the network 

also uses rhetoric to brand itself as “fair and balanced,” and as the only 

news source that will report on the stories that other mainstream news me-

dia fail to report on (because, according to Fox News, all other mainstream 

news media is biased and “liberal”). 

Fox News successfully frames their coverage as “fair and balanced,” which 

was the network’s motto up until 2017, when it was replaced with “most 

watched, most trusted,” (Grynbaum, 2017). This framing has aided the net-

work in peddling the notion that other networks are all “the liberal media,” 

biased, unfair, and untrustworthy. Furthermore, Brock & Rabin-Havt (2012) 

described the Fox News ‘playbook:’ the network frames stories as exclusive 
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to Fox News, because other mainstream networks are not reporting on them 

(because they are not true, but it feeds into this loop that Fox News is the 

only real, credible news source). It creates a frame that Fox is the authority, 

Fox is the most credible (or only credible) news channel. [Fox News] “shows 

how news and opinion is blurred – but opinion wins – and the lengths the 

network goes to ensure a devoted audience” (Lewis, 2019). Fox’s success-

ful framing of the coronavirus pandemic as a threat to the economy, as a 

scheme created by scientists, or as an overreach of government in mandat-

ing public health guidelines aided in their success in promoting COVID-19 

misinformation by further activating conservative frames. 

Fox’s COVID Misinformation Problem

In 2017, during a study prior to the coronavirus pandemic, PolitiFact found 

that over 60% of the “news” on Fox News was either completely false or 

mostly false, making Fox News one of the largest disseminators of mis/

disinformation across mainstream (news) media platforms – as compared 

to MSNBC at 45% and CNN at 22% (PolitiFact, 2017; Sharockman, 2014). 

What happens during a global pandemic when the majority of informa-

tion on a mainstream news media network is primarily false? As figure 

10, below, illustrates, the network was found spreading coronavirus-related 

misinformation 253 times over only a five-day timespan (Savillo, 2020). 

Furthermore, research conducted by Hamel et al (2021) found a direct corre-

lation between “people’s trusted news source” and their “belief in COVID-19 

misinformation,” naming Fox News among the top three networks with 

viewers who were more likely to believe COVID misinformation (along with 

One America News and Newsmax). 
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Figure 10. Media Matters for America’s five-day study found 253 instances of Fox News 
spreading COVID misinformation (Savillo, 2020)

While Fox News disseminated science and health-related misinformation 

long before the coronavirus pandemic, COVID-19 brought a new wave of 

science and health-related misinformation (Pazzanese, 2020). And not sur-

prisingly, Fox’s decades-long anti-science and anti-government framing 

has assisted the network in promoting coronavirus misinformation. For in-

stance, the following examples of coronavirus-related misinformation have 

been featured on Fox News, which is by no means exhaustive: 

 · Promoting false claims that the American government is overestimating 

the number of deaths related to COVID-19 (Brewster, 2020)

 · Falsely claiming over 3,000 people have died from the coronavirus vaccine 

(McCarthy, 2021)

 · Framing the COVID vaccine as “dangerous” and an example of personal 

freedom versus government overreach (Monroe & Savillo, 2021) 

 · Promoting unfounded claims that the coronavirus was intentionally leaked 

by scientists from a lab in China (O’Brien, 2021)
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 · Falsely claiming a “natural immunity” is more beneficial than the COVID 

vaccine (Media Matters for America, 2021)

 · Framing mask mandates as an overreach of government power rather 

than a public safety measure (Porter, 2021) 

 · Framing health officials and scientists as untrustworthy as it relates to 

COVID-19 and the vaccine (Monroe & Savillo, 2021)

 · Falsely claiming the COVID vaccine “may not work” and that the public is 

being lied to (by experts) (McCarthy, 2021b)

 · Falsely claiming COVID is “not a major risk to children” (Media Matters 

for America, 2021)

To effectively spread misinformation, the network relies heavily on opinion 

framed as facts or news stories, distributed by their most notorious pundits: 

Laura Ingraham, Tucker Carlson, and Sean Hannity, the biggest purveyors 

of COVID-19 misinformation on the network. 

Fox Pundits Disseminate COVID-19 Misinformation

The notion that COVID-19 safety measures are about control or government 

overreach, or the idea that scientists and experts cannot be trusted, plays 

into the credibility of non-experts, like Fox’s pundits, Ingraham, Carlson, 

and Hannity. These three pundits disseminated COVID-related misinforma-

tion using conservative frames, while peddling their opinions as facts (see 

figures 11-13 below). 

Figure 11. Carlson framing COVID safety measures and vaccines as “about power and con-
trol not public health,” activating anti-government conservative frames (Porter, 2021)
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Figure 12. Ingraham claims “experts” were wrong about COVID, activating anti-expert con-
servative frames (Perrett, 2020)

Figure 13. Hannity suggests Chinese scientists intentionally spread the coronavirus, acti-
vating anti-science and anti-expert conservative frames (Washington Post, 2020)

While originally identifying Sean Hannity as the biggest purveyor of coro-

navirus misinformation on Fox, Media Matters for America found during 

a weeks-long summer 2020 study that a quarter of the networks COVID-

-misinformation came from Laura Ingraham’s show. In addition, a 2020 

study found a relationship between high COVID infection and mortality 

rates in areas with higher Sean Hannity viewership (Berkowitz, 2020). 

However, in the year since, Fox pundit Tucker Carlson has taken the lead 

in disseminating COVID misinformation, as he continues to claim that Dr. 

Anthony Fauci intentionally created COVID-19, and as he spreads a mul-

titude of coronavirus conspiracy theories (McCarthy, 2021b). Pundits like 

Carlson, Hannity, and Ingraham feed their anti-science, anti-government 

viewers this idea that only they can be trusted – not experts or scientists, or 

other media outlets, and certainly not facts or reason.
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Coronavirus Misinformation: A Threat to Public Health 

As Funke & Sanders (2020) argued, “lies infected America in 2020. The 

very worst were not just damaging, but deadly,” naming coronavirus denial, 

downplay, and disinformation as PolitiFact’s “Lie of the Year,” an award ded-

icated to claims or statements “that prove to be of substantive consequence 

in undermining reality.” In addition to undermining reality, COVID-19 mis-

information poses a direct threat to our collective public health, which is 

why the surplus of coronavirus misinformation disseminated by Fox News 

is so dangerous. 

The spread of coronavirus misinformation becomes especially alarming 

as early research confirms a direct link between a belief in COVID-related 

misinformation and a non-compliance with public health guidelines. For ex-

ample, research by Roozenbeek (2020) found a clear connection between 

susceptibility to misinformation and a reduced likelihood of complying 

with public health guidelines, like proper hand washing, social distancing, 

and wearing a mask (as well as vaccine hesitancy). This is echoed by Lee’s 

(2020) research, which concluded that belief in COVID-19 misinformation 

was associated with “fewer preventive behaviors.” 

Fox’s strategic use of framing allows the network to be successful in dis-

seminating mis/disinformation across its mass audience. According to 

National Security expert Garrett M. Graff, Fox News is especially danger-

ous because it leaves its audience incapable of making rational decisions: 

“its unique combination of lies and half-truths has built a virtual reali-

ty so complete that it leaves its viewers too misinformed to fulfill their 

most basic responsibilities as citizens” (Graff, 2019). With the coronavirus 

taking over 750,000 lives in America alone in less than two years – “a 

crisis exacerbated by the reckless spread of falsehoods,” (Funke & Sanders, 

2020) – this pandemic has demonstrated that coronavirus misinformation 

disseminated through Fox News poses a direct threat to public health. 
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Conclusion

Whether disseminated across mainstream news media or across social me-

dia, mis/disinformation in mass media poses many dangers to American 

society. Effective solutions for combatting the spread of mis/disinforma-

tion must be created before this problem becomes too massive to solve. 

Unfortunately, as facts become “alternative,” and less likely to change our 

minds, we are tasked with finding new solutions for effectively communi-

cating with those who consume misinformation across mainstream media 

and social media. The spread and circulation of mis/disinformation comes 

with both a hefty and dangerous price-tag, as it threatens our safety, our 

democracy, and even our health – not to mention our collective reality as a 

functioning society.

As research demonstrates, facts and logic are not substantial in changing 

people’s minds (Kolbert, 2017). Researchers suggest, “once formed, impres-

sions are remarkably perservant” (Kolbert, 2017; Varol, 2017). Disturbingly, 

“even after the evidence for their beliefs has been totally refuted, people fail 

to make appropriate revisions in those beliefs,” (Kolbert, 2017). Because the 

media we consume influences our reality, when that media is filled with 

mis/disinformation, our reality becomes distorted as we begin to believe 

misinformation – due in part to the illusory truth effect and motivated rea-

soning. When facts and logic no longer change our minds, we must find 

alternative methods for solving this problem. This begs the question: how 

do we promote belief revision? How do we successfully reinform people who 

have been influenced by misinformation to the point that it impacts their be-

liefs and behavior? Ideally, through interdisciplinary research we can begin 

to uncover effective micro-level strategies for successfully communicating 

with people who have succumbed to mis/disinformation’s dangerous influ-

ence. However, macro-level strategies are incredibly necessary, as well.

Institutionalized, macro-level solutions must be implemented to combat the 

spread of dis/misinformation throughout American mass media. For ex-

ample, O’Connor & Weatherall (2018) described how European countries 
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combat disinformation through the use of task forces. As they explained: 

“In 2015, the European Union created a specialized task force called East 

StratCom, with the express purpose of identifying strategies to combat fake 

news and propaganda” (O’Connor & Weatherall, 2018, p. 183). Similarly, 

effective regulation of mass media is extremely important in the United 

States, as the revocation of the Federal Communication Commission’s 

Fairness Doctrine – which required broadcasters to present issues in an 

honest, fair, balanced way – perhaps paved the way for the incessant dis-

semination of misinformation, along with the Telecommunications Act of 

1996, which allows “anyone to enter the communications business” (FCC, 

2019). More regulation in mass media is necessary to address the prolifer-

ation of misinformation – perhaps even a new doctrine through the FCC 

that requires effective, non-partisan fact-checking for both news media and 

social media platforms. As O’Connor & Weatherall (2018) explained, the 

“legislative framework that limits the ability of certain industries” has not 

yet carried over to the mass media, which is likely why the problem of mis-

information has become so widespread, so lethal, and so in need of repair 

(O’Connor & Weatherall, 2018, p. 182).

Understanding how challenging it is to change our minds once we consume 

mis/disinformation and understanding the ways in which misinformation 

is disseminated across mass media, it is imperative that we find reasona-

ble solutions for combatting its spread. In order to effectively diminish the 

proliferation of misinformation in mass media, everyone, including politi-

cians, must be held to the same standard – that of honesty and authenticity 

– across all media platforms – television, radio, social media, newspapers, 

etc. Whether in the form of a disinformation campaign against Planned 

Parenthood disseminated throughout mainstream media, election-related 

misinformation in political advertisements disseminated on Facebook, or 

coronavirus misinformation disseminated by Fox New, failure to combat 

the spread of disinformation poses a risk to American public safety, public 

health, and democracy – and may result in a “post-truth society” that feels 

more like an alternate reality in an episode of The Twilight Zone.
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UNDERSTANDING DISINFORMATION IN A 
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Introduction. Towards a Reality-Politik?

In this theoretical chapter, we explore how some inter-

pretive concepts tracing back to the analytical tradition 

of International Relations (hereafter IR) can help explain 

the rising phenomenon of disinformation in our current 

political environment. Information plays an increasing-

ly decisive role in political processes, affecting domestic 

issues and rewriting the reputation of actors involved 

in international affairs. Electoral confrontations, inter-

nal conflicts, and international disputes are just some 

of the phenomena affected by the shock wave of dis-

information. Reality – intended as a set of collectively 

recognizable and objectively definable phenomena – has 

progressively evolved into an object of discussion with-

in the discipline. Therefore, if the analytical current of 

realism is motivated by describing reality, subsequent 

theoretical approaches have challenged the validity 

of such a description. Political phenomena can be un-

derstood as the result of social construction (Anzera & 

Massa, 2021a).

The discussion about factuality versus the reality of IR 

revolves partly around the suggestions of constructiv-

ism. In the field of IR, constructivism is a theoretical 

and interpretive approach that challenges many main-

stream assumptions. The latter provides explanations 

Chapter 3
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or venture into predictive hypotheses that assume that states’ relationship 

and behavioural attitudes are inherent. Constructivism claims that actors 

and agency, interests, and structures are defined by social norms and ide-

as and not exclusively by objective or material conditions (Barkin, 2003). 

Constructivist analyses of international politics have questioned both the 

social construction of meaning (including knowledge) and the construction 

of social reality (Guzzini, 2000). This approach suggests that limits may 

exist concerning what we know about reality: does it exist per se, and there-

fore can it be analysed empirically, or can it not be definable outside our 

point of observation? 

Power within the international realm is an issue of classical realism, and 

the empirical studies conducted within it are designed to understand its 

determinants (Morgenthau, 1948; Waltz, 1979). Furthermore, it is essential 

to examine whether this power can be perceived in its tangible forms. It 

must be represented, explained, and exercised. Constructivism intervenes 

in the mechanisms that come into play in the social construction of inter-

national reality (Wendt, 1992). How that reality is portrayed in institutional 

venues and popular representations has consequences for how that reality 

is experienced, with tangible implications for the unfolding events of IR. 

Guzzini (2000) suggests that the Second Gulf War discourses exemplify 

reality-making operations. Narratives have shaped the conflict through the 

use of analogies. This narrative process has involved portraying enemies, 

causes, and legitimization. Often reductionist, if at times evocative, narra-

tives, rather than explaining reality, mythologize it. Political efforts to make 

storytelling understandable lead to events being turned into narratives that 

blur the lines between fact and fiction. During conflicts, media products 

contribute to creating new realities (Virilio, 2002), in which hybridizations 

among political, military, industrial, and entertainment apparatuses (Der 

Derian, 2009) affect a composite system of representations manipulated 

by (powerful) parties. Then, the constant attempt by interested actors to 

redefine the role of truth in international politics characterizes the contem-

porary era. In the last decades, the interpretive tradition of IR has focused 

on a variety of subjects and practices other than the traditional focus on 
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tangible or material aspects of power politics. The emergence of new actors 

entitled to intervene in IR (civil society actors, large corporations, and media 

companies are some of the new global players) defines brand-new forms 

of interaction. The perceived marginality of material capabilities and war-

fare implied a revised definition of power, focusing on the softer, intangible 

aspects. International events have gained a place in citizens’ informative 

consumption due to technological innovations and changes in productive 

routines. These changes have affected professional journalism and content 

production. Political actors recognize the importance of the display of inter-

national politics in public opinion and institutional consultations. Political 

power is asserted in the link between reality and truth (Anzera & Massa, 

2021b).

The World We Live In. Actors, Power, Information: A Few Definitions

In this section, we will describe the topics we will cover in the chapter to 

explain contemporary disinformation. The definition of what International 

Relations (the object of a specific discipline) means is a necessary premise. 

IR can be broadly defined as the external relationships between sovereign 

states. Traditional topics of IR include wars, economic agreements, arms con-

trol, environmental issues, and other pertinent matters (Reus-Smit, 2020).

While this definition seems broad, it is narrow when applied to contem-

porary political phenomena: IR must consider actors besides states today. 

However, some domestic events also impact the international order – 

consider the U.S. and UK electoral consultations over the past few years. 

Therefore, it is difficult to distinguish the domains of IR and the actors 

entitled to participate in them. Sovereign states, at a standard level of ab-

straction, are the main characters of IR. Nevertheless, the same scientific 

definitions of these actors, so central and complex, seem to be blurring 

as territoriality faces multiple challenges. The cohesion and recognition 

of different sociocultural units (what we commonly refer to as nations or 

national communities) are also changing. Who constitutes those units? As 

individuals, we are continuously influenced by IR – although we are not 
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always aware of its weight in current affairs – while we can also act and 

push back against IR processes. Because of this, “‘international relations’ 

have no frontiers traced out in reality, they are not and cannot be materially 

separable from other social phenomena” (Aron, 1966, p. 4).

Because of their complexity, debates on the core issues of IR are charac-

terized by a multifaceted truth. IR topics are sometimes far from public 

attention, while political positions are not always clear and unequivocal. 

While IR events are often long-lasting, the media portrays them as sudden 

and isolated. So, politically interested actors may intervene in the public 

account of international affairs.

During the discussion, we will define disinformation as a general climate of 

manipulating information by politically motivated actors. Disinformation is 

the systematic collection of media texts – a more or less organized compila-

tion of problematic content – intentionally produced to be deceptive (Bennett 

& Livingston, 2020). The goal of disinformation in international information 

is to make public and political actors’ narratives questionable and arouse 

general distrust. The term disinformation should be preferred over the term 

fake news: the latter describes a broad range of phenomena, from satire 

to commercial information (Tandoc et al., 2018). Moreover, this label risks 

not capturing the complexity of information disorder. Different types of in-

formation are intertwined, with varying adherence to reality and different 

intentions to cause harm (Wardle & Derakhshan, 2018).

Disinformation is a phenomenon that brings IR back into the knowledge 

of generalist audiences (albeit, at times, stereotypically). As evidenced by 

news outlets and academic research, Russia and China’s geostrategic inter-

ests emerged when their interference in online platforms and information 

spaces was exposed. However, the political weight of online platforms’ 

infrastructure (Plantin et al., 2018) and mediation (Van Dijck, 2013) is not 

always transparent to users. Despite their global importance (Van Dijck et 

al., 2018), these platforms are accused of promoting disinformation through 

their technical components. By reconstructing the ruthless mechanisms 
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of Facebook, Frenkel and Kang (2021) demonstrate how the algorithmic 

logic follows profit maximization and suppresses ethical business disagree-

ments. However, the management of tensions with platforms results from 

the expression of new and old geopolitical fractures (Van Dijck et al., 2018).

The chapter is organized as follow. As a guide for understanding the text, the 

next section presents a series of definitions. A section of the paper will ex-

plore a number of classic IR themes that help place disinformation within an 

understanding of IR not solely based on material resources. Multicentrism 

and skills revolution as formulated by Rosenau (1990); Keohane and Nye’s 

concept of complex interdependence (2012[1977]); and soft power (Nye, 1990) 

will be discussed. Next, we will discuss the cultural and narrative turns in 

IR over the past few decades. Lastly, Mearsheimer’s (2013) reconstruction 

of lies in international politics will be used to illustrate a realist approach. 

I. A Toolkit for Understanding the Role of (Dis)Information

Powerful people navigating the turbulence

Since World War II, global politics has been experiencing a tumultuous peri-

od that Rosenau (1990) describes as turbulence. It identifies post-international 

politics as a result of the inadequacy of state-centric politics to encompass 

and summarize the trends of the contemporary globalized world, which is 

characterized by profound and continuous transformations. In particular, 

the actors that participate in the political games have changed. The issue 

of international politics has become a topic of discussion among politi-

cians and citizens, and many different subjects have created connections 

and relationships.

The breaking points are threefold: 1) the historical and political alterations 

that caused the complication of the post-war order; 2) the bifurcation of 

global macro structures that have led to the redesign of “two worlds of glob-

al politics”, in which multicentrism challenges state-centered politics; and 

3) the micro-level revolutions that have emerged, expanding individual emo-

tional and cognitive capacities toward global politics.
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These factors are combined with what Rosenau defined in the Nineties 

as modern technologies, namely microelectronics. By reducing time and 

shrinking space, these technologies dematerialize traditional economic pro-

cesses and accelerate the transmission of information.

As the word suggests, turbulence is synonymous with uncertainty in in-

ternational politics and its evolving structures. Due to this uncertainty, 

analytical and cognitive tools can prove inadequate for explaining a multi-

faceted world that often defies traditional categorization. There is a relevant 

clue in the increasing number of turns in the IR discipline’s narrative, which 

we will discuss later.

When new problems emerge, states often cannot provide satisfactory 

answers. Most solutions require multilevel governance tools that are so-

phisticated and unprecedented, as well as confrontations with unexpected 

actors. Meanwhile, citizens are becoming less likely to blindly accept 

state-provided solutions and their traditional operative frameworks as a re-

sult of the development of individual skills. As individuals’ abilities evolve, 

issues of competitive information have become central to managing IR’s 

non-material dimension, escalating in some forms of contemporary disin-

formation. Individuals develop analytical skills and the ability to master 

complex cognitive maps. In evaluating the legitimacy of actors in power, 

performance is emphasized rather than political loyalty, which is variable 

and not always focused on the state.

Rosenau prefigures a scenario where active citizens refer to their skills to 

decode world politics. Media intermediation facilitates citizen participation 

in single-issue networks constituted by (sometimes) organized but tempo-

rary ties. Using technological devices, in this scenario, macro issues (those 

that pertain to codified formal politics) and micro issues (relating to individ-

ual expressions and autonomous positioning in the world) are connected in 

unprecedented ways:

[…] new technologies have had a profound, if not always desirable, im-

pact upon how individuals perceive, comprehend, judge, enter, avoid, or 
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otherwise interact with the world beyond their workplace and home. 

For example, the new electronic technologies have so greatly collapsed 

the time in which organizations and movements can be mobilized that 

the competence of citizens feeds on itself, in the sense that they can 

virtually ‘see’ their skills and orientations being cumulated into larger 

aggregates that have consequence for the course of events (Rosenau, 

1990, p. 15).

The insights described above suggest that mediating tools, such as online 

platforms, can enhance individual connections and influence politics, gen-

erating unexpected effects, as witnessed during the Arab Spring uprisings 

(Comunello & Anzera, 2012; Wolfsfed et al., 2013). Technology plays a dual 

role since it is also a transformative force for elites. Rosenau depicts citizens 

as powerful people with the right to participate in world politics. The same 

political elites, however, develop new skills, resulting in practices similar to 

contemporary astroturfing (Kovic et al., 2018; Keller et al., 2020):

Not only are ‘ordinary’ people often interviewed for their reactions, 

but in all parts of the world, they are frequently asked to turn out for 

rallies or protests that are scheduled for live television coverage. Or, if 

they have spontaneously converged upon a site and formed a leaderless 

public, leaders are quick to seize the chance to get them on the global 

stage by calling the attention of the mass media to their presence, there-

by transforming them into a participatory aggregation that can serve 

their shared purposes. Irrespective of the ways in which they may have 

been stage-managed, however, the participants are likely to experience 

such occasions as moments when they were actors on the global stage 

(Rosenau, 1990, p. 344).

As global politics becomes more uncertain, authority and its decisions are 

questioned, and citizens’ abilities to interpret contemporary phenomena 

grow, new processes are being cultivated. These processes affect the grip of 

misinformation on modern society. Due to citizens’ autonomy and inclina-

tion to contest power, they tend to distrust the official political system and 
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its sources of information. Despite overestimating their analytical skills, cit-

izens are always looking for alternative sources. This overestimation could 

undermine information management capacity in an increasingly complex 

political environment. Citizens’ autonomous and emotional discernment is 

the key to transforming them into affective publics (Papacharissi, 2015), and 

this judgment is sometimes seen as an aggregate that can be modulated 

based on fluctuating interests. Exaggerated news often targets such audi-

ences, playing on their sense of credulity and encouraging oppositional and 

populist instincts.

II. Complex interdependence and information power

Originally published in 1977, “Power and Interdependence” by Keohane and 

Nye has undergone several revisions to test and confirm its interpretive 

validity1. Complex interdependence offers a powerful framework for ex-

plaining how interconnections among different players, fueled by economic 

relations, have contributed to describing flows and destabilizations in the 

world order.

Complex interdependence departs from the realm of realism. All economic 

ties that affect the relations between nations cannot be explained by the 

belief in the inevitable outcome of wars and the perception of perpetual 

competition and ruthlessness. Instead, complex interdependence involves 

the coexistence of three dimensions:

1. There are multiple communication channels between societies, including 

those developed at the informal level. Governments, political elites, and 

international organizations (including non-state actors and large corpora-

tions) participate in these channels.

2. State-to-state relations include multiple, non-hierarchical issues, and mil-

itary matters do not necessarily dominate them.

1.   In the discussion, we will refer to the fourth edition, published in 2012.
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3. A large army cannot resolve all problems: for example, it cannot combat 

economic crises or climate chaos.

By deconstructing the phenomena associated with interdependence, some 

preconditions that have contributed to the rise of misinformation can be 

clarified. Media are allowed to engage in politics as actors other than the 

state intervening in international affairs. Additionally, the proliferation of 

relevant political issues has dramatically expanded the topics covered by 

legacy and digital media. This has required an increased focus on the part 

of audiences. Finally, this setup determines the actors’ unpredictability in 

the political game. It is possible for anyone with organizational and eco-

nomic strength, driven by interests, to actively participate in international 

debates, at least theoretically.

The marginalization of military forces influences conflict representation. 

The role of armies in international disputes appears and disappears. The 

rise of arrested wars results from political leadership’s willingness to dis-

play conflicts (Hoskins & O’Loughlin, 2015). Mediatization (Hepp, 2019) 

encourages policymakers to consider the media in policy formulation and 

presentation. This centrality of representation is particularly problemat-

ic for events that exacerbate conflict and, at the same time, constitute a 

second-hand reality for most people. As well as amplifying the nonlinearity 

of political events, this interdependence can be viewed as a tangled net-

work of flows. Conflicts are difficult to hide from public opinion today, but 

their understanding can be arrested by increasing the fragmentary nature 

of confrontations and creating gray areas where disinformation can thrive 

(Hoskins & O’Loughlin, 2015). For example, how the Syrian conflict has 

been portrayed to Western viewers has been marked by uncertainty, delib-

erate disinformation, and discrediting sources (Merrin, 2018).

Keohane and Nye suggest that the decline of traditional security man-

agement has two main consequences: first, it implies a flexible kind of 

power quite different from the traditional concept. Two, political interests 

can be domestic, transnational, or governmental, suggesting a variety of 
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presidiums, including the one for information. Two conditions are essential 

when interdependence arrives. The first is the sensitivity associated with 

public opinions’ reactivity to political, social, and economic themes and 

issues, regardless of governmental actions. A second condition is actors’ 

vulnerability to external interference, such as informational interference 

(Chong, 2007).

The increased use of information and interdependence will not erase tradi-

tional power struggles, as Keohane and Nye are aware:

As traditionalists maintain, much will be the same: states will play im-

portant roles; vulnerability will lead to bargaining weakness and lack 

of vulnerability to power; actors will seek to manipulate cyberspace, 

as they manipulate flows across borders, to enhance their power. Yet 

as modernists insist, the information revolution is not ‘déjà vu all over 

again’: cyberspace is truly global; it is harder to stop or even monitor the 

flow of information carrying electrons than to do so for raw materials or 

goods; and dramatic reductions in the cost of information transmission 

make other resources relatively scarce (Keohane & Nye, 2012, p. 212).

A state can, however, cultivate its power through the competitive role of 

information: “the information revolution creates a new politics of credibility 

in which transparency will increasingly be a power asset” (Keohane & Nye, 

2012, p. 213). According to the authors, there are three types of information.

1.  Free information. All forms of information produced and distributed with-

out charge fall under this category. When recipients believe what is said 

and consider the information reliable, those with this information gain 

an advantage.

2.  Commercial information. When it comes to this type of information, who-

ever arrives first sets standards and acquires advantages (Castells, 1996). 

Modern examples include the ability to interact with online platforms. In 

recent electoral propaganda, a symbolic gain is achieved through occupy-

ing commercial information spaces before competitors.
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3.  Strategic information. It is only when a competitor does not possess 

this kind of information that it generates advantages. Using listening 

techniques, A/B testing methods, and advanced targeting can lead to 

asymmetric information about competitors, as was demonstrated by 

Cambridge Analytica (Vaidhyanathan, 2018).

The information revolution must not be welcomed with naive enthusiasm. 

Emerging actors are not automatically favoured by the production of infor-

mation as a competitive tool. Rogue formations can also benefit from political 

disorder. Arquilla and Rondfeldt (2008) claim that organized oppositional 

and terrorist movements can destabilize the noopolitik arrangements. In 

a digital world that favours economies and scale distribution (Van Dijck & 

Poell, 2013; Van Dijck et al., 2018), states do not disappear. However, more 

organized and well-structured actors are favoured (Castells, 2009).

Moreover, “it is usually better to be a first-mover than a fast follower” 

(Keohane & Nye, 2012, p. 217). Therefore, those who reach internation-

al audiences first can expect better results. However, misleading news is 

one of the primary strategies for eroding trust and credibility when novel-

ty prevails over the accuracy, and those who narrate first set the tone for 

subsequent conversations. In fact, “credibility is the crucial resource, and 

asymmetrical credibility is a key source for power” (Keohane & Nye, 2012, 

p. 219), opening the road to soft power (Nye, 1990) that will be discussed in 

the next paragraph.

III. The softness of power. Towards non-material issues

In IR, power has long been identified with the ability to operate freely and 

with the capacity to push other states to do things they would not otherwise 

do. In the past, the ability to control other actors was often attributed to 

the possession of specific strategic resources by relating the strength of a 

state to quantifiable dimensions (population, territory, natural resources, 

wealth and economy, military forces) able to anticipate the performance of 

a country during a conflict (Nye, 1990). Due to complex interdependence, 
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power today lies in resources and the ability to influence state behaviour. 

International politics today is characterized by a magmatic context, making 

intangible forms of power all the more crucial. International institutions, 

national cohesion, and universalist culture foster the shift in power from 

capital to meaning (Nye, 1990; 2004). Soft power refers to the ability to 

make other nations want what one wants through cooptation, in addition 

to the use of violence and coercion (corresponding to hard power). Nye in-

troduced the concept of soft power in 1990. In the aftermath of the Cold 

War, the concept effectively explained the persistence of U.S. global power. 

Attraction through intangible devices is the focus of this idea. Persuasion 

also constitutes power. The arrangements that facilitate such power are 

its resources. 

The hard power dimension is directly related to the behavioural dimension 

(coercion) and the resource dimension (military arsenals, financial avail-

ability). Additionally, it is a measurable and predictable kind of power, at 

least theoretically (Nye, 2004). Unlike hard power, soft power does not re-

quire coercion or tangible incentives. Countries can achieve their goals in 

international politics because other countries admire them, emulate them, 

strive to achieve their level of prosperity and openness, and wish to follow 

them. Therefore, soft power is the ability to influence others’ preferences. 

It is acquired by shaping the aspirations of actors in international politics in 

an emulative process (agenda setting), including by designing the priorities 

of discussions in institutional settings. Topics on the agenda are defined by 

lexical choices and salient issues ( framing). When soft power is used effec-

tively, it leads to the acquiescence of other actors. Soft power is political 

capital to be spent for future achievements. As a result, states and political 

actors strive to cultivate credibility. The creation of soft power involves a 

skilful blending of representations of foreign policy positions, public dis-

plays of values, and popular culture, according to Nye (1990, 2004).

Gallarotti (2011) argues that soft power depends on constructing a posi-

tive image through a variety of domestic and international sources. Some 

countries are attractive due to foreign policies they consistently implement 



Alessandra Massa & Giuseppe Anzera 99

over time or domestic policy choices. When the states exercising soft power 

rely on this kind of influence and appeal, confrontation is no longer neces-

sary. Consequently, nations tend to follow the policies and practices of the 

countries they choose to emulate.

The use of soft power is neutral: it can be cultivated or used for any purpose. 

For example, Russia has undertaken several information management in-

itiatives recently. In accordance with the dictates of the non-linear war 

(Galeotti, 2016; Schnaufer, 2017), these operations focus on specific nich-

es aimed at aggravating aspects of Russian politics that coincide directly 

with the ideology of the particular group, including anti-LGBT policies (for 

conservative parties), the legacy of communism (for socialist parties), and 

anti-Eurasianism (for nationalist parties) (Pomerantsev, 2015). Russian 

Internet Research Agency’s disinformation campaign to destabilize U.S. do-

mestic politics is a direct consequence of this familiarity with information 

management (Bastos & Farkas, 2019).

A second aspect relates to the credibility of information conveyed by states. 

Credibility is built by combining foreign policy and international standing 

with journalistic recognition and trust (Anzera & Massa, 2021b): for exam-

ple, the BBC’s international service is a canonical tool of soft power, while 

the Russian broadcaster RT is not. 

In conclusion, soft power is a useful tool for understanding disinformation 

since it legitimizes the tools of communication management within the 

non-material sources of power available to governments. It is impossible 

to separate the positive image of a state from the effectiveness of its polit-

ical practices and its actual performance, according to Nye (1990; 2004). 

Nevertheless, autonomous fact-checking is more challenging nowadays due 

to the complexity of verifying all news sources, especially when content is 

accessed online. The socio-technical affordances and user behaviours lead 

to the formation of echo chambers and filter bubbles within which partial 

information, not necessarily false, can confirm or amplify audiences’ be-

liefs (Bruns, 2019). In addition, online platforms’ lack of shared governance 
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makes it difficult to imagine solutions to counter informational interference 

that respects ethics and the common good, partly due to their constant 

claims of political autonomy.

And then comes culture. Interpretative turns and representations of 
international politics

Numerous turning points have impacted theoretical interpretations of IR 

in recent years. Breakpoints allow themes and issues typically marginal-

ized within the discipline to become visible and more explicative (Baele & 

Bettiza, 2021). 

Information competition is not necessarily related to anchoring issues in 

truth (as, for example, soft power suggests) but rather to influencing pub-

lic perceptions of political matters. These interpretations also explain how 

international policy issues are brought to the attention of online users. By 

adopting popular geopolitics’ interpretative framework, languages, themes, 

and practices seem to popularize issues in international politics.

In classical geopolitics, geographical factors are examined as determinants 

of a state’s relations with its neighbors. Political geography (Agnew, 2002) 

analyzes how politics manages the relevance of geographical factors; 

conversely, critical geopolitics (Ó Tuathail, 1999) reveals how geographic 

configurations are discursive abstractions with social roots. As stated by 

Ó Tuathail and Agnew (1992, p. 192), “geopolitics […] should be critically 

re-conceptualized as a discursive practice by which intellectual of statecraft 

‘spatialize’ international politics in such a way as to represent it as a world 

characterized by particular types of places, people and dramas”. In critical 

geopolitics, discursive elements are analyzed as individual abilities based 

on sociocultural resources to interpret world events and meaning (Tuathail 

& Agnew, 1992). The interplay of language and culture parallels economic 

and political structures in understanding the outcomes traditionally attrib-

uted to territorial power (Collins, 1978). Due to its direct connection to spatial 

representation, popular geopolitics can also be found in less traditional 
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forms of controlling territory. Popular geopolitics can be conveyed through 

the public discourse of ordinary people. Entertainment is one way in which 

a geopolitical orientation is spread: popular geopolitics analyzes the every-

day experiences of ordinary people in relation to geopolitics (Dittmer & Bos, 

2019, p. XIX). Popular culture provides a window into common perceptions 

of geopolitics. There are countless venues in which politics is played out, 

and these venues involve actors and themes which are quite different from 

what is traditionally studied in the analysis of phenomena that do not occur 

domestically (Hamilton, 2016):

Geopolitical knowledge is produced at a multiplicity of different sites 

throughout not only the nation-state, but the world political communi-

ty. From the classroom to the living-room, the newspaper office to the 

film studio, the pulpit to the presidential office, geopolitical knowledge 

about a world is being produced, reproduced, and modified (Ó Tuathail 

& Agnew 1992, pp.194-195). 

As the media’s coverage of international affairs increases, IR is becoming 

more popular. This logic is being reflected in contemporary digital diplo-

macy. Through his Twitter account, Donald Trump has frequently spewed 

inaccurate information or caused information chaos by insulting, slurring, 

and characterizing opponents without supporting evidence (Özdan, 2019).

Moreover, the aesthetic turn emphasizes the importance of representing 

international phenomena (Bleiker, 2001). The postmodern turn (Hammond, 

2006) posits that viewers are now accustomed to major international events 

being presented as media events (Dayan & Katz, 1992). As a result, the 

line between information and entertainment becomes thinner. As Bleiker 

(2001) pointed out, aesthetic representation contrasts with mimetic rep-

resentation. From the perspective of aesthetics and authenticity, mimetic 

representation attempts to capture politics as it manifests. Aesthetic ap-

proaches acknowledge that an intentional gap separates representations 

and their objects. This gap is not to be minimized by aesthetic recognition, 

but it is to be acknowledged as the site where politics is actually made  
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– in the difference between a phenomenon and its representation. By recon-

figuring the boundaries of visibility and publicity (Bleiker, 2017), aesthetic 

engagement transforms power into a negotiation between meanings and 

presence in areas of debate that affect decision-making (Barnett & Duvall, 

2005; Lukes, 2004 [1979]). A narrative approach to the social sciences repre-

sents a new way of understanding them. Understanding political dynamics 

requires considering agency, storytelling (including normative storytell-

ing), framing social movements, and creating metanarratives, which differ 

from only considering material phenomena (Roberts, 2006). As Roberts 

claims (2006, p. 710), “narratives are not just stories told but experiential 

events lived by the agents themselves. Narratives help to construct personal 

and social identity, provide sense and order to experience, and frame and 

structure action”.

Narratives, therefore, become a tool of political management once they are 

adapted to the trappings of strategy. Strategic narratives play a major role 

in shaping how political affairs are narrated and understood: by reframing 

past events and changing how they are told, actors can direct present action 

towards reaching their desired outcomes. In their study, Miskimmon et al. 

(2013) found that narratives can affect the following:

 · the system defining IR’s structure;

 · identity building by identifying and negotiating in a dialogical way the at-

tributes that define each actor within the IR field;

 · issues, shaping the framing around which international discussions are 

structured.

A narrative must adhere to the truth of the facts being described. In this 

process, elements of an event are selected and emphasized, or characteris-

tics of international actors are defined. According to constructivism (Wendt, 

1992), the international reality is not predetermined but results from ne-

gotiations between all parties involved. Social and discursive phenomena 

influence the perceptions of their counterparts and their relationship.
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Incorporating information into the public disclosure of geopolitics high-

lights its role in security dynamics. The dissemination of information and 

its consequences exaggerates and accentuates some issues that develop into 

security concerns. In the securitization approach (Buzan et al., 1998), secu-

rity issues are constructed discursively, utilizing rhetorical activations to 

link them together. Disinformation, on the other hand, has increasingly be-

come a security concern because it has the potential to destabilize domestic 

systems or manipulate international conflict knowledge. 

As the Russian-Ukrainian conflict unfolds, disinformation is strategically 

used to influence international public opinion. Several information and dis-

information campaigns have been conducted on European territory since 

the disputed annexation of Crimea in 2014 (Khaldarova & Pantti, 2016). In 

an increasingly fragmented society, Russian narratives reflect skepticism 

about the international order. The dissemination of fake news has high-

lighted Putin’s domestic politics, historical dynamics, and contestation with 

other political powers. As a result, media battles over frame control and 

legitimacy erupted. It is a situation in which globally situated perspectives 

become amplified through a multiplicity of situated perspectives (Szostek, 

2018), reproducing geopolitical tensions and enhancing global media 

flows (Boyd-Barrett, 2017) that are directed toward personal news feeds 

(Makhortyk & Bastian, 2022).

Accordingly, the construction of information as a security issue should be 

investigated from the point of view of identifying disinformation by govern-

ments as a means of exerting greater control over news distribution, thus 

implementing censorship mechanisms (Neo, 2020; Wang & Huang, 2021) or 

as a geopolitical fault line. A case in point is the European Union’s initiatives 

aimed at fighting disinformation which has primarily been used to sharpen 

soft power in response to interference in information spaces that threatens 

to destabilize Europe’s soft power (Petroni et al., 2017). Several European 

initiatives focus on contrasting the disinformation operations coordinated 

by Russia to reassure the former Soviet republics. As demonstrated in the 



When communication meets international relations perspectives: 
understanding disinformation in a multicentric political environment104

newsletter UEvsDisinfo, this action does not take place exclusively through 

institutional denunciations but also through popular disseminating actions, 

which also serve as a repository able to objectify and archive practices of 

information pollution.

If it works. A realist interpretation of disinformation: Mearsheimer’s 
typology

Many international events have illustrated how even political leaders use 

structured deception to pursue their foreign policy goals. Among the most 

relevant examples is the U.S. invasion of Iraq in 2003, whose official mo-

tivation, Saddam Hussein’s possession of hazardous weapons of mass 

destruction, was later revealed by public opinion to be completely unfound-

ed. According to Bennett and colleagues (2007), the Bush administration 

used the force of its ideas in order to define reality. The government’s spin 

prevailed over dissonant, influential, fragmented voices. As a result, jour-

nalistic apparatuses were unable to distance themselves from government 

sources: seeking alternative sources would have implied distancing from 

official positions, thereby complicating verification routines.

In his 2013 book, Mearsheimer aims to understand political leaders’ be-

havior when they deceive to safeguard or defend the national interest. It 

is crucial to keep in mind that this interpretation, which focuses on lies 

and wilful distortions within formal political practices, should not be seen 

as a celebration of leaderism. In these cases, deception is not used for per-

sonal gain but to pursue the realist instinct to advance a nation’s interest. 

These lies have a domestic purpose, despite being directed at IR manage-

ment. States’ security is a concern of policymakers. Thus, international 

institutions are perceived to be ineffective in regulating the activities of 

high politics in this scenario. Thus, information curation does not appear 

to pose a significant ethical tension towards the international community. 

Deception can be classified into two basic forms, according to Mearsheimer. 

Usually, concealment involves hiding information that would otherwise be 
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useful for the public to judge decision-making processes. On the other hand, 

the spinning process emphasizes and amplifies items to influence domestic 

and international audiences. 

It is common practice to use these forms of deception in international com-

munication. Diplomatic immunity applies to high-ranking government 

officials, even when their information campaigns are improper or delib-

erately misleading. For example, Sanovich (2018) explains how Russian 

disinformation campaigns succeed by repurposing Soviet networking capa-

bilities and practices for today’s complex information ecosystem.

According to Mearsheimer, there are some key characteristics of information 

campaigns focusing on international issues. As a first step, it is important 

to distinguish (in terms of characteristics, scope, and effect) between lies 

told by states to each other and those targeted at international audiences. 

The reason political leaders lie is often related to high political ends, like the 

state’s survival, rather than for their gains, like winning elections. Although 

lies between states are a long-standing practice in international relations, 

Mearsheimer argues that they are less frequent than imagined and not a 

standard practice. The lies states tell their citizens are worse than those 

directed at international actors since they undermine trust and have wide-

spread consequences. Deliberate deception campaigns are more likely to 

occur against states like the U.S., engaged in global strategic issues. Media 

play a marginal or absent role in this elite-driven process. There is a strong 

influence of powerful elites over the media. In spite of the author’s claim 

that the final recipient of some strategies of deception is public opinion, the 

model of information assumed is hierarchical, and information flows are 

determined by a bottom-up cascade (Entman, 2003). The media and its op-

erators serve as lapdogs, passive replicators, and amplifiers of the power of 

the government (Louw, 2005). There is no acknowledgement of how jour-

nalism exhibiting watchdog, adversary, and investigator traits can hinder 

decision-makers’ plans. The high stakes on which deception is often focused 

justify this consideration. Studies referring to the U.S. context indicate a 
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reluctance to criticize government during conflicts. The media emphasizes 

patriotism when military intervention is involved (Hallin, 1986). 

Anarchy, however, forces decision-makers to use deception for the sake of 

strategic advantage for their country, thus preventing analysis from assess-

ing moral or ethical values (Waltz, 1979). Furthermore, deception differs 

from lying. Lie means saying something deliberately false to make others 

believe it is true. In contrast, deception involves partial restitution of facts in 

an attempt to prevent others from learning the whole truth. Mearsheimer 

distinguishes several forms of deception:

1. Lies between states: these serve primarily to reduce tension. It may re-

sult in exaggerating armament capacity or concealing its possession. The 

real intentions of states and objectives of agreements are hidden during 

negotiations, and bluffs are used.

2. Alarmism: the perception of a threat is emphasized to gain public ac-

ceptance and support for proposed policies. Threats can be created or 

exaggerated from scratch, or hype can be stoked to move them up the 

public agenda.

3. Strategic cover-ups: politicians lie about a policy that has gone badly to 

protect a country’s interests or to hide the terms of a controversial policy.

4. Nationalist myths: every nation cultivates myths that represent its past 

positively while negatively portraying rival groups.

5. Liberal lies: leaders create an arbitrary set of norms that describe accept-

able and unacceptable conduct in times of peace and war in order to gain 

legitimacy abroad.

In these elite-driven processes, the rules and interests of politics and national 

interests balance concerted policy action. For the successful implementa-

tion of policies and operations, representation is essential. However, the 

media and widespread dissemination seem to be marginal or non-existent. 

Accordingly, the international reality is a set of partial truths subordinated 



Alessandra Massa & Giuseppe Anzera 107

to the leadership’s perceptions of external or existential threats: disinfor-

mation and misinformation are strategic and regulatory tools to be used 

sparingly and wisely.

What is next? For an integrated reading of disinformation

Three approaches have been discussed throughout the chapter. The first ap-

proach, which we call multicentric institutionalism, is based on information 

as a valuable asset whose role is likely to grow as actors and capabilities of 

individual actors multiply. Moreover, information policies can activate or di-

rect public opinion mobilization, creating favourable climates. Information 

is part of the conflictual framework because its weaponization depends on 

credibility. Nye (2004) argues that credibility is expendable capital, as it de-

termines the line between legitimate soft power operations and propaganda. 

According to the second interpretation, which emphasizes the construc-

tivism of representations, the intersubjective process plays a crucial role 

in global politics’ social construction. Representations operate on security 

processes, and security processes are determined by the social positions 

of those who describe them and the extraction of those who observe them. 

The question might arise whether it is possible to know the world as it ap-

pears or whether it depends on who determines the lenses through which 

global politics are filtered.

The third interpretation is pragmatic realism. Lies are just another tool for 

governing anarchy. As selfish competitors strive to achieve their goals in a 

world where ethical and institutional boundaries do not always exist, it is 

natural to resort to such tactics. However, lying is not always necessary. 

In some cases, all that is needed is to spin the messages. The lies are diffi-

cult to detect because they are embedded in an elitist interpretation of high 

world politics, which by default does not involve public scrutiny.

These approaches return a piece of the complexity of information man-

agement in the modern age. What, then, remains to be studied? La Cour 
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(2020) suggests that IR could improve our understanding of 1) disinfor-

mationn facilitators, 2) how disinformation is used, and 3) how to respond 

to disinformation.

Furthermore, disinformation must be understood in its social context. Most 

often, especially when it comes to non-traditional IR issues, ordinary citi-

zens and audiences remain outsiders or marginal figures. It is, therefore, 

necessary to design a diffuse discipline since disinformation acts on micro, 

meso, and macro levels.
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FAKE NEWS, POST-TRUTH, AND JOURNALISM: 
WEAKNESSES AND STRATEGIES IN 2018 
BRAZILIAN ELECTIONS

Luísa Guimarães Torre

Introduction

The announcement of Brexit and the election of Donald 

Trump, two events that took place between June and 

November 2016, showed the world that there was some-

thing going on in communication mediated by digital 

networks. The first episode, the UK’s decision to leave 

the European Union through a referendum, and the 

second, an election marked by the rise of a billionaire 

media tycoon to power in the United States, a victory 

that none polling survey could predict, brought to the 

media two terms so far little known by the general 

public: fake news and post-truth. As the press and the 

experts tried to find answers to these developments, it 

became clear that there was a new factor at this table: 

the circulation of deliberately false or severely distorted 

information through social media.

In a post-industrial society in which information plays 

a fundamental role in social structures (Castells, 2012), 

where what is perceived as real becomes more and 

more what is disseminated in digital life, rumors have 

come to occupy an important space in interpersonal 

communication mediated by information technologies. 

Rumors are a form of communication that has existed 

in human societies for centuries. Kapferer (1993) says 

that rumor is the oldest media in the world, the “emer-

gence and circulation in the social body of information 

Chapter 4
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that has not yet been publicly confirmed by official sources, or that has not 

been contradicted by them” (p. 16). However, in the face of a new communi-

cation paradigm, with the introduction of the internet and social networks 

as important channels of communication between individuals, news circu-

lation finds unprecedented scale and amplification. Those rumors that once 

spread by word of mouth now take on a new dimension. Rumors, now in 

the media, came to be called fake news and are a key part of the broad-

er phenomenon of information disorder, which comprises misinformation, 

disinformation and mal information that started to circulate in the public 

sphere (Wardle & Derakhshan, 2018).

To this phenomenon of disinformation, another is added: for some individu-

als, the truth has become something closer to what they believe than to the 

facts, what Keyes (2004) called post-truth – elected, in 2016, the word of the 

year by Oxford Dictionaries. According to the dictionary, the entry would 

mean “relative to what denotes circumstances in which objective facts are 

less influential in shaping public opinion than appeals to emotion or person-

al belief”.This is a fertile ground for deceiving discourses to be disseminated 

in social media networks, which constitute the essence of fake news. The 

concept of fake news has been extensively studied in recent years, but it is 

still a concept about which there is great debate in social sciences and in 

communication, with its inadequacy related to the word news (“news”) in 

its name (Ribeiro and Ortellado, 2018). However, in this study, we will use 

the fake news nomenclature, since the phenomenon we will study is treated 

in this way by the press, the focus of analysis of this work.

In a world of abundance of information, journalism is also changing. It 

becomes yet another voice in the midst of different enunciation poles and 

loses centrality in the production, selection and distribution of information 

(Bentes, 2015). If the logic of mass communication is hierarchical, limited 

to the transmission of content by a sender with a very limited possibility of 

debate on the part of the receiver, this has changed. Today everyone is on 

an equal footing, responding and negotiating (Wolton, 2010). The receiver is 

the new protagonist.
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On social media networks, the way to consume news and information 

starts to follow new criteria. In place of newspaper publishers’ assessment, 

recommendation algorithms are used to create personalization and de-

fine what is most relevant to your users. These mechanisms, not always 

transparent, will determine what appears first in the users’ feed based on 

criteria such as popularity, interaction and similarity to already consumed 

content, among others – the composition of these formulas, however, is 

still, to a large extent, a business secret (Pasquale, 2015). While allowing 

broader access to information, social networks are presented in a format 

that makes it difficult to verify and prove the authenticity of content (Allcott 

and Gentzkow, 2017). This will also impact the dissemination of deceiving 

articles, as opposed to the more traditional model of disseminating journal-

istic information, which has been the dominating model for sharing news 

for decades.

In this way, traditional or professional journalism then faces transforma-

tions and changes that are also felt in the sphere of power. In this new form 

of society, organized in a network, power is also exercised in a network 

(Parente, 2004). It’s a different kind of power, exercized in environments 

of high freedom, within an invisible structure, where capitalism is more 

alive than ever (Musso, 2004). In this context, several news organizations 

launched sections dedicated to verifying information that circulates in so-

cial media and on the internet, a methodology named fact-checking, to refute 

or confirm the content of the checked pieces.

Power relations are discursive, and discourse constitutes society and 

culture (van Dijk, 2017), a speech is a form of social action and is always 

relational. It can also be ideological, serving to build and legitimize relations 

of power and dominance (Wodak, 2001). As part of the social fabric, ideolo-

gies are also reproduced in news published by the press and – why not – in 

fake news that circulate on social networks. That is why, when analyzing 

the discourse, we will also notice the marks and ideologies expressed in 

these messages.
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In this study, we want to understand: how are discourses built by fake news 

emitters, in articles classified by fact-checkers as so, and by journalists, in 

fact-checking articles, in terms of structure? Our objective is to unveil ide-

ological polarization and power relations hidden in those structures. For 

that, we used critical discourse analysis as our methodology andinvestigat-

ed the discourse of Fato ou Fake, the fact-checking section of a traditional 

media outlet from Brazil, the Globo group, as well as the discourse of fake 

news emitters captured and debunked by the media group and published in 

this section. 

The fake news and debunkings published in Grupo Globo’s website G1, in the 

“Fato ou Fake” section, between August 31 and October 6, 2018 – during the 

legal electoral campaign of Brazilian elections – are the object of analysis of 

this study, that aims to identify discursive strategies used by both parties 

to test the hypothesis that they were engaged, in the context of the 2018 

Brazilian general elections, in a discursive dispute, presenting polarized dis-

course structures – which was also a power dispute.

For a concept of fake news

The concept of fake news is being widely debated and studied in recent 

years, especially since 2016, when the term became popular after Donald 

Trump’s election to the presidency of the United States. However, it is 

still a terminology about which there is great debate in the social scienc-

es and in communication (Ribeiro; Ortellado, 2018). According to Ribeiro 

and Ortellado (2018), in literature, the debate is divided between those who 

defend the use of terminology, shaped by the political debate and in journal-

istic coverage, and those who believe that it is an inadequate term because 

it carries the word “news” in its name.

In fact, if a piece of information is not accurate or false, it is contradicto-

ry to call it news, since making journalism is the act of attributing faith 

that something really happened, based on reports from reliable and veri-

fied sources (Chaparro, 2007). However, the term ended up becoming the 
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most common to refer to a phenomenon that involves a series of implica-

tions for the informative scene and the public sphere in several countries 

around  he world.

Allcott and Gentzkow (2017) conceptualized one of the most cited defini-

tions of fake news, defining it as “news articles that are intentionally and 

verified false and that can deceive readers” (p. 213). It is a definition, there-

fore, restricted and focused on the intentionality of the content. Zuckerman 

(2017) argues that fake news can be understood in three ways: real facts 

that did not deserve to receive the amount of attention they received; po-

litical propaganda, which mixes true, false and misleading speeches with 

the aim of strengthening one side and weakening the other; or as disinfor-

matzya, information that aims to pollute the news ecosystem and make it 

harder for the public to believe what media companies publish. It’s a broad-

er concept based on the scope, intentionality of the content and its impact, 

but it doesn’t seem to cover all developments we find in the current disin-

formation phenomenon, especially when analyzing fact-checking sections, 

including the sample selected for this study.

The debate over the definition is therefore in questioning whether the term 

fake news refers only to demonstrably false news content or other types of 

disinformation and whether the concept should include only intentionally 

false content or also those factual misunderstandings, as calculation errors. 

Ribeiro and Ortellado (2018) note that what is conventionally called fake 

news sites produce not only false news, but mainly hyper partisan “combat 

information” in the form of news stories, that is – “it can only be a conven-

ient clipping from the day’s news, a story with a sensational headline, a fact 

taken out of context, an exaggeration or speculation presented as fact – oc-

casionally, it might even be a lie.” (p. 73)

However, it should be noted that, if at the beginning the term was adopted to 

designate only news sites that used the credibility of the journalistic format 

to spread false information, today on fact-checking pages in the press, con-

tent labeled as fake news are as diverse as possible: photos, videos, graphic 
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montages, prints of Whatsapp messages, prints of posts on social networks, 

in addition to montages on the layout of journalistic sites, among others. 

The term, therefore, cannot be seen in a limited way since it ends up cover-

ing a huge diversity of formats, contents, intentions and impacts.

It seems to be more appropriate to understand this complexified scenario 

as a conjuncture, or what Wardle and Derakhshan (2018) call “information 

disorder”, a systematic and comprehensive problem, which includes satire 

and parody, clickbait headlines, the misleading use of subtitles, visuals or 

statistics, as well as real and verified content shared out of context, the use 

of a journalist’s name or media vehicle logo to credible information with-

out connection to them, digitally manipulated content and also deliberately 

fabricated content. 

“From all of this, it emerges that this crisis is much more complex than 

the term fake news suggests’’ (Wardle and Derakhshan, 2018, p. 47). This 

broader concept, which combines the ideas of disinformation, misinforma-

tion and malinformation, classifies false content based on the nature of its 

falsehood, with “fake news” being part of this concept as an idea of informa-

tion that emulates the journalistic discourse

From the observation of this phenomenon, we realize that fake news also 

share several characteristics of the rumor, the oldest media in the world, 

according to Kapferer (1993), especially due to its collective nature. 

Kapferer (1993) explains that the rumor is essentially unverified informa-

tion. The definition of a rumor as unverified information that circulates in 

this way results in an impasse in distinguishing a rumor from other infor-

mation transmitted orally or through the media. The dividing line between 

what is true and what is rumor is subjective and results from persuasion 

itself, says Kapferer (1993): the rumor is only shared if people believe in it; if 

the information is classified as false, it dies; this is the paradox. Therefore, 

the parameter of true or false is useless, in the view of Kapferer (1993): “The 

rumor mechanism exists because people think that information is true 
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and they think it’s important to pass it on. [...] The dynamic of the rumor, 

therefore, is independent of the problem of its authenticity”. (p. 15)

Speed ​​is one of its hallmarks, as rumors have a “virotic” capacity (Sodré; 

Paiva, 2011, p. 31): “...the rumor predominates by the seductive force of the 

imagination, it is more “ viral” than the communication of the fact. On the 

electronic network, the legs of the lie may be short, but they are certainly 

very fast”.

But the most important feature of the rumor, says Kapferer (1993), is its 

collective character:

There was a rumor – this collective act of speaking – because the group 

seized the information. [...] What is necessary to explain in the genesis 

of a rumor process is the adhesion, the mobilization of the group. Even 

if there is an initial speaker, the one that supports the rumor is the other 

people, the ones who heard it and will talk about it. (p. 24)

That is, despite the fact that there is an initial source, what creates the ru-

mor is the behavior of the group that, upon learning about the fact, starts to 

talk about it. The rumor materializes not in its genesis, but in being passed 

from one person to another. It is also a group opinion, says Kapferer (1993): 

“it is not a matter of repeating, but of interpreting, of evaluating the impli-

cations of the initial fact, of defining public opinion, what the group thinks 

subjectively.” (p. 46)

Rumor is, therefore, a vehicle of social cohesion, as it is through it that 

the group communicates among itself what should be thought to contin-

ue adhering to the ideas circulating there. The collective character of the 

rumor also gives clues as to why few individuals verify the information 

before passing it on. According to Kapferer (1993), the more the rumor is 

spread, the more easily it convinces. This can be seen in the phenomenon 

of the disinformation, as the deceiving information sees its power of con-

vincing people increase as it circulates throughout social media groups 

and reach larger audiences.In the case of fake news, this group behavior 
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becomes even more fundamental for the presumption of veracity of these 

rumors that are now mediated because of the working dynamics of social 

networks, in which repetition, attention and emotion are the engines of the 

spread of information.

The so-called fake news, therefore, share the essence and characteristics 

of the rumor, with some differences. First, transmission is no longer oral 

and becomes mediated by technology, and information can be disseminated 

in different formats, such as text, image, video, audio and others. Second, 

information is now recorded in a format and stored on communication de-

vices used by individuals, such as smartphones and computers. Therefore, 

we defend that fake news are a kind of mediatized rumor.

With that in mind, we can say that fake news, or the mediatized rumor, are 

deliberately false, manipulated content or real content shared out of con-

text, unverified, shared with or without the intention to deceive, including 

political propaganda or hyper partisan information, featuring its strength 

in its nature of a group behavior. It is shared not based on its authenticity 

but based on the urgence of its utility to the group. This kind of information 

ends up polluting the news ecosystem, making it harder for the public to 

believe what media companies publish, being an important part of the dis-

information disorder phenomenon.

Journalism in the age of “algorithmic gatekeeping”

In a scenario of networked communication and in a world of abundance of 

information, there is a change in the traditional role of journalists as gate-

keepers of information. Journalism becomes one voice among many poles 

of enunciation (Pinto, 2000) in the media ecosystem and loses both control 

over the news (Chaparro, 2007) and centrality in production, selection and 

news distribution (Bentes, 2015). This does not mean that media organiza-

tions have become irrelevant – what happens is a complexification of the 

system (Primo, 2011).
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An individual who accesses social media networks will no longer get infor-

mation only through traditional journalistic vehicles, but through a range of 

options. “An interactor in cyberculture consumes any and all information 

they have contact with, according to their particular interaction strategies 

on the network”, explains Primo (2011, p. 141). Your worldview emerges 

from the intersection of all this information. Journalists have become just 

one of the groups and social actors involved in the news, as audiences are 

able “to even ignore them entirely to access first-hand information from a 

variety of other organizations and sources.” (Bruns, 2011, p. 137)

Many people now use social media as their primary news source. The 

processes that determine the way information and discourses circulate in 

social media and how it reaches citizens are fundamental to understand-

ing the impact that the fake news phenomenon has, in particular, when it 

comes to social media networks. In them, the content undergoes a kind of 

curatorship that will determine the relevance of the information for what is 

published through the participation of the network itself, “where the net-

work itself gives visibility to what it considers important, while despising 

what is not” (Recuero; Zago; Soares, 2017, p. 6). This process, Bruns (2011) 

called gatewatching, a practice that understands the action of actors in so-

cial media, where each user of the network observes the flow of information 

and defines which ones deserve more visibility, interacting, commenting or 

sharing that publication with their friends and followers, in a manner anal-

ogous to the gatekeeping process.

Journalists leave the scene and algorithms come into play: structures based 

on data, which generally work based on probabilistic techniques, which 

serve to classify information. Based on criteria that are not clear, heavily set-

tled on digital surveillance, algorithms play a crucial role in deciding “how 

information circulates, how people meet and interact, and how behaviors 

are effectively carried out.” (Rieder, 2018, p. 136) Algorithmic classification 

is the foundation of the dynamics of personalization of information and rec-

ommendation systems, which, in turn, are the basis for the functioning of 
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social media networks. These recommendation mechanisms will also con-

tribute to amplify or to silence discourses in the social media networks, in 

a process of personalization taken to the extreme that is not carried out by 

human beings, but by machines and mathematical processes.

Not only amateur content is classified by these criteria, but also news pro-

duced by media organizations. As a result, Heinderyckx and Vos (2016) say, 

various forms of “algorithmic gatekeeping” have become part of the media 

industry. Gatekeeping in the digital age shifts from a logic of relevance to 

the logic of popularity.

In Brazil, it is important to highlight that most people that consume 

news on the internet do it through social media. According to the Reuters 

Institute Digital News Report 20211, the consumption of information via so-

cial networks has been gaining strength year after year. In Brazil, 63% of 

respondents said they use social media as a news source, surpassing the 

61% who said they use the TV as a news source. In social media, there is 

a predominance of Facebook (47% use it as a news source) and WhatsApp 

(43% use it the same). On the other hand, trust in news overall stood at 54%, 

up from 2020’s results of 51% (it was 59% in 2018, which dropped to 48% in 

2019), well above news found on social media (34%).

This growth comes in an age of rising right-wing populism which uses 

fake news as a political communication strategy. Populist politics heavily 

disseminate the idea that the internet is a free space, where it is possible 

to exercise direct democracy and have direct access to information that 

large corporations, organizations and governments want to hide. It is this 

ideology that supports the classic populist maxim of direct and genuine rep-

resentation of the will of the people without the traditional intermediation, 

which, by the same rhetoric, are characterized as agents that distort and 

corrupt any possibility of establishing an honest, transparent relationship 

between politicians and the people (Aggio, 2020).

1.  Available on https://reutersinstitute.politics.ox.ac.uk/digital-news-report/2021 

https://reutersinstitute.politics.ox.ac.uk/digital-news-report/2021
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As consequences of the widespread dissemination of fake news, there are 

particularly two important impacts to journalism: the discrediting of news 

and the artificiality of the public sphere. First, in social media networks, 

which limit quality control standards to determine what constitutes news, 

the spoofing and imitation of news sites blurs boundaries between what is 

true and what is false. Furthermore, they are not always there to persuade 

journalists or broad audiences, but to challenge the status of verifiable infor-

mation produced by professional news makers, explains Ireton and Posetti 

(2019): “This confusion means that many news consumers are increasingly 

empowered to choose or create their own ‘facts’, sometimes aided by poli-

ticians seeking to protect themselves from legitimate criticism.” (p. 18). In 

this way, misleading content is “affecting citizens’ understanding of reality 

and undermining trust, informed dialogue, common sense of reality, mutu-

al consent and participation”, says Ireton (2019, p. 39). 

Second, it is possible to create “an artificial public sphere, which does not 

match the real expression of the representation of the media or even socie-

ty” (Campos, 2018, p. 31). Making the public sphere artificial is a threat to 

democracy as individuals become guided by discourses that do not find an 

echo in reality and begin to attach great importance to matters that should 

not receive it. Since the discourses constitute the society and power rela-

tions (van Dijk, 2015), it is essential to understand what kind of discourses 

are being disseminated by disinformation creators, to perceive which strat-

egies are used to deceive citizens with inaccurate or fabricated information.

The discourse of truth and its power

Journalistic discourse is not an autonomous discourse, according to 

Chaparro (1996): “Journalism, in its nature, has the ability to capture, un-

derstand, reorganize and disseminate the discourses that society produces, 

adding to them the credibility of critical mediation. By this understanding, 

journalism is an environment of macro-interlocutions” (p.1). In either way, 

conferring veracity to an information is part of the essence of the journal-

istic discourse. It is an assumption “that organizes social expectations in 
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relation to journalism – that journalistic discourse contains the essential 

predicate of veracity”, states Chaparro (2007, p. 11). Furthermore, the qual-

ity of attributing faith is within the nature of journalism.

The discourse of truth in the press is built by using quotation marks, pre-

senting conflicting and contradictory possibilities, presenting auxiliary 

evidence, structuring information in an appropriate sequence, and expos-

ing issues from different angles (Tuchman, 1993), in addition to the use of 

photography or video, the error correction policy, codes of ethics, among 

others – all to become credible to the public and provide proof of the veracity 

of their reports (Träsel; Lisboa; Reis, 2018).

From a philosophical point of view, according to Träsel, Lisboa and Reis 

(2018), “journalism only becomes knowledge if it manages to sustain its 

veracity through justification – truth and justification are, therefore, the 

pillars of the epistemological statute of practice” (p. 7). Thus, the discourse 

of truth is a discourse that heavily permeates the journalistic discourse.

Truth is central to journalism also because it is an instrument of power. 

Both Foucault (2005) and Castells (2015) talk about the power of establish-

ing what is truth and what is a lie, and about how communication can infuse 

ideas and discourses in the mind of the individuals.

The “political economy” of truth has five historically important char-

acteristics: “truth” is centered on the form of scientific discourse and 

the institutions that produce it; it is subject to constant economic and 

political incitement (a need for truth both for economic production and 

for political power); it is the object, in various ways, of immense dif-

fusion and immense consumption (...); it is produced and transmitted 

under the control, not exclusive, but dominant, of some major political 

or economic apparatus (university, army, writing, media); finally, it is 

the object of political debate and social confrontation (the “ideological” 

struggles). (Foucault, 2005, p. 11)
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As noted by Moraes (2010), the media discourse interferes in the cartogra-

phy of the world, and its goal is to induce public opinion to think that what 

the social communication vehicles disclose, and their voices have more rel-

evance and are truthful. Therefore, the establishment of what is the truth 

(and of what is lie) is so disputed by various actors in the public sphere, 

including politicians, and that’s why the phenomenon of fake news is so 

strongly inserted in the political information scenario.

However, we entered a post-truth era as said by Keyes (2004), where the 

truth is closer to an individual’s personal beliefs than to the facts. What is 

new is not the rumors, the lies, the manipulation and political falsehoods, 

“but the public’s response to it. Indignation gives way to indifference and 

finally to collusion.” (D’Ancona, 2018, p. 34)

This is the essence of post-truth culture, says D’Ancona (2018): its popu-

lar strength depends not on evidence but on the feeling it evokes. In this 

new world, there is a priority given to emotion over evidence. A relevant 

aspect is that disinformation campaigns serve to sow doubt and discredit 

traditional sources of information such as the press and political and scien-

tific authorities. According to D’Ancona (2018), pressure groups that spread 

disinformation stimulate the public to question the existence of a reliable 

truth, turning everything into relativism. While the journalistic discourse 

is essentially connected to the truth, disinformation campaigns constantly 

aim to attack this fundamental.

It is in this scenario that algorithms connect individuals to the things they 

like or might come to like; something responsive to personal taste, but blind 

to veracity, according to D’Ancona (2018): “The web is the definitive vector 

of post-truth, precisely because it is indifferent to lies, honesty and the dif-

ference between the two.” (p. 55)

As for the post-truth, Constante (2019) says it is “a political device, a power 

structure and an influencing force” (p. 2). The author assesses that the so-

cial networks “create, instruct, influence, determine, change, disturb, build 
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and raise new values and perceptions in this reality that is built day by 

day; in fact, their basis is the great architecture of persuasion” (Constante, 

2019, p. 2)

This would be the fundamental impact of fake news. In the post-truth era, 

they are promoted and fueled by the use of the internet and social media, 

engineered by advertising and communication experts, who aim to manipu-

late public opinion (Constante, 2019). In this way, the individuals’ perception 

would move away from reality, which could cause a radical transformation 

in society.

Power relations are discursive

Since power relations are discursive and discourses constitute society and 

culture, who have control over the discourse and more characteristics of it 

are, by definition, also more powerful (van Dijk, 2017).

The information discourse, the one conveyed by the media, is a “funda-

mental” discourse, through which a social bond is established in societies 

without which there would be no recognition of identity. The information 

propagated by the media, and its transmission, is also a transmission of 

knowledge, knowledge about the world through language. And, in this way, 

whoever possesses this knowledge also holds a certain type of social power. 

(van Dijk, 2017; Charaudeau, 2013)

Communicating, informing, everything is a choice (Charaudeau, 2013). 

Each discursive choice in the construction of the event report will give the 

information discourse a different meaning: what is retained or neglected, 

what is emphasized or what is hidden, the game of said and unsaid, what 

is explicit and what is implied; the meaning is put into discourse through 

these choices that are not always perceptible by everyone. 

In short, choosing meaning effects to influence the other, that is, in the end, 

choosing discursive strategies (Charaudeau, 2013).
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Thus, this study will pursue an answer to the following question: which are 

the discursive strategies that permeate the construction and meanings of 

the information media discourse and the discourse of fake news? From a 

critical point of view, as we propose in this study, we will resort to Critical 

Discourse Analysis (CDA) to unveil these strategies. According to Meyer 

(2001), there is a consensus that ACD is not understood as a single method, 

but an approach that consists of different levels, and at each level a number 

of selections are made. However, whatever the case, addressing research 

problems will always be critical, as the CDA will always make explicit pow-

er relations that are often hidden. This is also the reason why we choose 

this method: clarifying the power relations hidden in both discourses.

In this work, we are interested in discovering how this fake news phe-

nomenon affects the journalistic discourse to assess if there is a dispute 

between the two enunciation poles, journalists and fake news emitters. We 

searched for ideological polarization not only in the discourse content but 

also in the structures and strategies of the discourses emitted by both poles 

of enunciation.

Van Dijk (2017) says that a discourse can be ideological as it is an essential-

ly evaluative condition and provides guides for the social perception and 

interaction of groups. Ideology is found at the level of meaning (sense) and 

reference (as actors and events are named). Ideologies are not innate to indi-

viduals, “but learned, shared and used to identify, form and maintain social 

groups and their power” (van Dijk, 2017, p. 15). If the media discourse is 

loaded with ideology, why would fake news, which emulate the information 

discourse, not also carry ideologies and power relations? And how is this ar-

ticulated within these discourses? This is what we will seek to understand 

from the analysis below.

The approach suggested by van Dijk (2017) occurs through the trian-

gle discourse-cognition-society, with discourse being perceived as a 

‘communicative event’, ‘cognition’ being understood as both social, beliefs 
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and purposes, as well as evaluations and emotions and any other ‘mental’ 

or ‘memory’ structure, and ‘society’ is used to include both the local micro-

structures of face-to-face interactions, as well as more societal and political 

structures diversely defined in terms of groups. In a similar approach, 

Fairclough (1995) proposes a critical analysis in three dimensions that in-

volve: discourse, discursive practice and social practice. According to the 

author, each discursive event is a text in spoken or written language; it is an 

instance of discursive practice that involves the production and interpreta-

tion of text; and it is a piece of social practice.

In this work, we will analyze the following indicators: 1) macro-topics (what 

the article mainly talks about); 2) their contextual models (the relationship 

of discourse structures with the structures of local and global contexts); 3) 

interdiscursivity (the genres to which the discourse belongs and references 

to other discourses); 4) lexical units (the meanings of words, the structures 

of propositions and coherence and other relations between propositions); 5) 

generic structures (ideas that repeat several times and words that have a 

stronger ideological charge, and the observation if lexical repertoire is typ-

ical of some type of discourse); 6) local forms (sentence syntax and formal 

relations between sentences or sentences in ordering sequences, primacy, 

pronominal relations, active-passive voice, nominalizations, sequences, 

transitivity, impersonality and passivity); 7) if there is a displacement of 

the opinion to another enunciator, (and if this is being used in the sense 

of demonstrating the non-agreement with that speech or of stamping your 

own speech).

To understand discursive strategies, Wodak (2001) proposes to analyze: the 

naming of actors; the predication; the argumentation used to justify politi-

cal inclusion or exclusion; the perspective, framing or representation of the 

discourse; intensification and mitigation, to control the illocutionary force 

of the statements. These strategies are also investigated in this analysis.
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The global ideological strategies will also be observed in this study: the vol-

ume of propositions (detailing) that characterize the event; the importance 

given to a proposition (its organization at the level of macrostructures or 

microstructures); relevance to language users or participants, controlled by 

contextual models; the presence or absence of information from the mod-

els; the attribution, that is, the way in which the acts are attributed to the 

actors; and the representations of us (ingroups) and of them (outgroups), as 

proposed by van Dijk (2017).

These categories will serve as a basis for analysis so that we can answer 

the investigation question: what are the discursive strategies fake news 

broadcasters and professional journalists use to influence public opinion? 

Our hypotheses are that there is a discursive dispute between fake news 

issuers and traditional media, which is also a dispute of power; and that the 

discourse of traditional journalism in the midst of this dispute will be aimed 

at reaffirming credibility.

In this study, using critical discourse analysis categories pointed out, we 

will search for discursive strategies used both by the fake news issuers 

and by professional journalists in eight fact-checking articles (debunkings) 

published by Grupo O Globo on the G1 website, at the section Fato or Fake 

(https://g1.globo.com /fato-ou-fake/). The articles were published between 

August 31, 2018, and October 6, 2018, when the Brazilian presidential elec-

toral campaign ran. Eight articles that mentioned news outlets, simulated 

news from traditional journalistic vehicles, or because it is a publication 

by a vehicle that defines itself as journalistic, were selected from a total of 

40 debunkings that talked about politics in that period. This cut was made 

because of the objectives of this research piece. The articles that will be 

analyzed will be:
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Table 1

Debunkings selected for the analysis

Date Id. Article title Link

04/09/2018 A1

É #FAKE que livro citado 
por Bolsonaro no JN é o 
que aparece com carimbo 
de escola de Maceió

https://g1.globo.com/fato-ou-fake/
noticia/2018/09/04/e-fake-que-livro-citado-por-
bolsonaro-no-jn-e-o-que-aparece-com-carimbo-de-
escola-de-maceio.ghtml

21/09/2018 A2

É #FAKE print de texto que 
diz que Jean Wyllys foi 
convidado por Haddad para 
ser ministro da Educação 
em eventual governo

https://g1.globo.com/fato-ou-fake/
noticia/2018/09/21/e-fake-print-de-texto-que-diz-
que-jean-wyllys-foi-convidado-por-haddad-para-
ser-ministro-da-educacao-em-eventual-governo.
ghtml

21/09/2018 A3

É #FAKE capa da revista 
Veja sobre escândalo 
das pesquisas eleitorais 
compradas

https://g1.globo.com/fato-ou-fake/
noticia/2018/09/21/e-fake-capa-da-revista-
veja-sobre-escandalo-das-pesquisas-eleitorais-
compradas.ghtml

27/09/2018 A4

É #FAKE que revistas 
publicaram capas com 
declarações de diretor da 
OEA sobre fraudes nas 
urnas

https://g1.globo.com/fato-ou-fake/
noticia/2018/09/27/e-fake-que-revistas-publicaram-
capas-com-declaracoes-de-diretor-da-oea-sobre-
fraudes-nas-urnas.ghtml

29/09/2018 A5

É #FAKE documento 
atribuído ao Exército que 
exige perícia nas urnas 
eletrônicas antes e depois 
das eleições

https://g1.globo.com/fato-ou-fake/noticia/218/09/29/
e-fake-documento-atribuido-ao-exercito-que-exige-
pericia-nas-urnas-eletronicas-antes-e-depois-das-
eleicoes.ghtml

01/10/2018 A6

É #FAKE mensagem 
que cita a Globo e diz 
que manifestação pró-
Bolsonaro é a maior da 
história

https://g1.globo.com/fato-ou-fake/
noticia/2018/10/01/e-fake-mensagem-que-diz-que-
manifestacao-pro-bolsonaro-e-a-maior-da-historia.
ghtml

04/10/2018 A7

É #FAKE print de post que 
diz que Procuradoria Geral 
da República indeferiu 
candidatura do deputado 
Iran Lima

https://g1.globo.com/fato-ou-fake/
noticia/2018/10/04/e-fake-print-de-post-que-diz-
que-procuradoria-geral-da-republica-indeferiu-
candidatura-do-deputado-iran-lima.ghtml

06/10/2018 A8
É #FAKE que candidato a 
vice de Bolsonaro propôs 
confisco da poupança

https://g1.globo.com/fato-ou-fake/
noticia/2018/10/06/e-fake-que-candidato-a-vice-de-
bolsonaro-propos-confisco-da-poupanca.ghtml

https://g1.globo.com/fato-ou-fake/noticia/2018/09/04/e-fake-que-livro-citado-por-bolsonaro-no-jn-e-o-que-aparece-com-carimbo-de-escola-de-maceio.ghtml
https://g1.globo.com/fato-ou-fake/noticia/2018/09/04/e-fake-que-livro-citado-por-bolsonaro-no-jn-e-o-que-aparece-com-carimbo-de-escola-de-maceio.ghtml
https://g1.globo.com/fato-ou-fake/noticia/2018/09/04/e-fake-que-livro-citado-por-bolsonaro-no-jn-e-o-que-aparece-com-carimbo-de-escola-de-maceio.ghtml
https://g1.globo.com/fato-ou-fake/noticia/2018/09/04/e-fake-que-livro-citado-por-bolsonaro-no-jn-e-o-que-aparece-com-carimbo-de-escola-de-maceio.ghtml
https://g1.globo.com/fato-ou-fake/noticia/2018/09/21/e-fake-print-de-texto-que-diz-que-jean-wyllys-foi-convidado-por-haddad-para-ser-ministro-da-educacao-em-eventual-governo.ghtml
https://g1.globo.com/fato-ou-fake/noticia/2018/09/21/e-fake-print-de-texto-que-diz-que-jean-wyllys-foi-convidado-por-haddad-para-ser-ministro-da-educacao-em-eventual-governo.ghtml
https://g1.globo.com/fato-ou-fake/noticia/2018/09/21/e-fake-print-de-texto-que-diz-que-jean-wyllys-foi-convidado-por-haddad-para-ser-ministro-da-educacao-em-eventual-governo.ghtml
https://g1.globo.com/fato-ou-fake/noticia/2018/09/21/e-fake-print-de-texto-que-diz-que-jean-wyllys-foi-convidado-por-haddad-para-ser-ministro-da-educacao-em-eventual-governo.ghtml
https://g1.globo.com/fato-ou-fake/noticia/2018/09/21/e-fake-print-de-texto-que-diz-que-jean-wyllys-foi-convidado-por-haddad-para-ser-ministro-da-educacao-em-eventual-governo.ghtml
https://g1.globo.com/fato-ou-fake/noticia/2018/09/21/e-fake-capa-da-revista-veja-sobre-escandalo-das-pesquisas-eleitorais-compradas.ghtml
https://g1.globo.com/fato-ou-fake/noticia/2018/09/21/e-fake-capa-da-revista-veja-sobre-escandalo-das-pesquisas-eleitorais-compradas.ghtml
https://g1.globo.com/fato-ou-fake/noticia/2018/09/21/e-fake-capa-da-revista-veja-sobre-escandalo-das-pesquisas-eleitorais-compradas.ghtml
https://g1.globo.com/fato-ou-fake/noticia/2018/09/21/e-fake-capa-da-revista-veja-sobre-escandalo-das-pesquisas-eleitorais-compradas.ghtml
https://g1.globo.com/fato-ou-fake/noticia/2018/09/27/e-fake-que-revistas-publicaram-capas-com-declaracoes-de-diretor-da-oea-sobre-fraudes-nas-urnas.ghtml
https://g1.globo.com/fato-ou-fake/noticia/2018/09/27/e-fake-que-revistas-publicaram-capas-com-declaracoes-de-diretor-da-oea-sobre-fraudes-nas-urnas.ghtml
https://g1.globo.com/fato-ou-fake/noticia/2018/09/27/e-fake-que-revistas-publicaram-capas-com-declaracoes-de-diretor-da-oea-sobre-fraudes-nas-urnas.ghtml
https://g1.globo.com/fato-ou-fake/noticia/2018/09/27/e-fake-que-revistas-publicaram-capas-com-declaracoes-de-diretor-da-oea-sobre-fraudes-nas-urnas.ghtml
https://g1.globo.com/fato-ou-fake/noticia/2018/09/29/e-fake-documento-atribuido-ao-exercito-que-exige-pericia-nas-urnas-eletronicas-antes-e-depois-das-eleicoes.ghtml
https://g1.globo.com/fato-ou-fake/noticia/2018/09/29/e-fake-documento-atribuido-ao-exercito-que-exige-pericia-nas-urnas-eletronicas-antes-e-depois-das-eleicoes.ghtml
https://g1.globo.com/fato-ou-fake/noticia/2018/09/29/e-fake-documento-atribuido-ao-exercito-que-exige-pericia-nas-urnas-eletronicas-antes-e-depois-das-eleicoes.ghtml
https://g1.globo.com/fato-ou-fake/noticia/2018/09/29/e-fake-documento-atribuido-ao-exercito-que-exige-pericia-nas-urnas-eletronicas-antes-e-depois-das-eleicoes.ghtml
https://g1.globo.com/fato-ou-fake/noticia/2018/10/01/e-fake-mensagem-que-diz-que-manifestacao-pro-bolsonaro-e-a-maior-da-historia.ghtml
https://g1.globo.com/fato-ou-fake/noticia/2018/10/01/e-fake-mensagem-que-diz-que-manifestacao-pro-bolsonaro-e-a-maior-da-historia.ghtml
https://g1.globo.com/fato-ou-fake/noticia/2018/10/01/e-fake-mensagem-que-diz-que-manifestacao-pro-bolsonaro-e-a-maior-da-historia.ghtml
https://g1.globo.com/fato-ou-fake/noticia/2018/10/01/e-fake-mensagem-que-diz-que-manifestacao-pro-bolsonaro-e-a-maior-da-historia.ghtml
https://g1.globo.com/fato-ou-fake/noticia/2018/10/04/e-fake-print-de-post-que-diz-que-procuradoria-geral-da-republica-indeferiu-candidatura-do-deputado-iran-lima.ghtml
https://g1.globo.com/fato-ou-fake/noticia/2018/10/04/e-fake-print-de-post-que-diz-que-procuradoria-geral-da-republica-indeferiu-candidatura-do-deputado-iran-lima.ghtml
https://g1.globo.com/fato-ou-fake/noticia/2018/10/04/e-fake-print-de-post-que-diz-que-procuradoria-geral-da-republica-indeferiu-candidatura-do-deputado-iran-lima.ghtml
https://g1.globo.com/fato-ou-fake/noticia/2018/10/04/e-fake-print-de-post-que-diz-que-procuradoria-geral-da-republica-indeferiu-candidatura-do-deputado-iran-lima.ghtml
https://g1.globo.com/fato-ou-fake/noticia/2018/10/06/e-fake-que-candidato-a-vice-de-bolsonaro-propos-confisco-da-poupanca.ghtml
https://g1.globo.com/fato-ou-fake/noticia/2018/10/06/e-fake-que-candidato-a-vice-de-bolsonaro-propos-confisco-da-poupanca.ghtml
https://g1.globo.com/fato-ou-fake/noticia/2018/10/06/e-fake-que-candidato-a-vice-de-bolsonaro-propos-confisco-da-poupanca.ghtml
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Before starting the analysis of the discourse of the selected articles, it is 

important to note that Grupo Globo’s own journalistic vehicle classifies vari-

ous types of information as fake news, including content that is unrelated to 

the journalistic text, such as posts on social networks such as Facebook and 

Twitter, Youtube videos, Whatsapp messages and images assembled with 

sentences, among others. This type of classification contributes to blurring 

the boundaries between what is credible information and what is a personal 

opinion or comment, without a journalistic nature, attributing a news value 

to, for example, a message sent by an individual to a group of friends con-

taining a commentary on political facts.

Results discussion

After these initial observations, in our analysis, we saw that, in general, 

we can observe some recurrences in the analysis of both fake news and 

debunkings made by Grupo Globo vehicles. 

The A1 article is a tweet posted by the son of the candidate Jair Bolsonaro, 

Eduardo Bolsonaro, which is also a politician, in which he comments the 

participation of Bolsonaro in the TV news broadcast Jornal Nacional, where 

the candidate showed a book which he said would teach kids “gender ide-

ology”. Bolsonaro said that this book was being adopted by public schools, 

which was a lie. While a part of society, which has a liberal view on mor-

al issues sees no problem in these kind of debates, another conservative 

part believes that what they call “gender ideology” is something to be erra-

dicated, which naturally generates much controversy. This clash and more 

specifically the conservative discourse is present as an interdiscourse with-

in what Bolsonaro and Eduardo say. In this way, by building the image of 

Bolsonaro as someone credible and true and by polarizing his opponents, 

Eduardo implicitly proposes that the liberals are the ones who lie. At the 

level of local meanings, we can see that when Eduardo says “A book that 

Bolsonaro tried to show in Jornal Nacional”, he uses the expression “tried 

to show”, implicitly suggesting that the press did not give him space to ex-

press himself, as well as putting his father in the role of victim of a press 
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that wants to bring him down. In addition, in the second sentence, irony is 

used as an argumentation strategy. When Eduardo says “Ué, but wasn’t it 

Bolsonaro’s lie?”, he means the opposite, that Bolsonaro doesn’t lie on the 

subject. When he says “but it wasn’t Bolsonaro’s lie”, the subject is implicit 

and diffuse, in reference to all those who have already said he is a liar. It is 

also possible to observe that the construction of the sentence puts Bolsonaro 

passively in relation to the lie. 

The second article, A2, is the debunking of an image that looks like a 

photo of a print that contains an alleged news from the G1 portal, which 

reads the title “Jean Wyllys confirms Haddad’s invitation to be Minister 

of Education in an eventual PT government” and the subtitle “The PSOL 

Deputy confirmed the invitation, and should be part of the portfolio. The 

names of Gleisi Hoffmann, Dilma Rousseff, Ciro Gomes and Lula to com-

pose ministries are also speculated.” It is important to contextualize that 

the news, which reports a fact that did not happen, if it were true, would 

be quite relevant to the electoral scenario, giving the context in which the 

country found itself in 2018, as the Deputy Jean Wyllys was a of the poli-

ticians most attacked for representing the LGBTQIA+ community. Thanks 

to this militancy, he is also a politician quite rejected by more conservative 

sectors of the electorate. When analyzing the discourse generic structures, 

it is possible to perceive that the language used is journalistic. It is a text 

that fits the genre of journalistic reporting that even bears the signature of a 

reporter (“Bernardo Coram, from G1 Brasília”). All these elements are used 

to corroborate the veracity of the image as reliable journalistic information. 

We note that the title of the alleged news says that “Jean Wyllys confirms 

invitation”, which presupposes that the deputy not only was invited into 

the ministry, but he also confirmed the invitation. The following sentence 

brings the rhetorical figure of the repetition, in a clear strategy of intensifi-

cation. The last sentence reveals that, while Wyllys would already be right 

in the ministry, other prominent names are being speculated, including two 

former presidents of the country, Dilma Rousseff and Lula, as well as one 

of the candidates in the electoral race, Ciro Gomes. Certainly, the indirect 
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meaning of strong names like these (and rejected by part of the electorate) is 

that an eventual government of Haddad would be radicalized, full of leftists 

and without space for dialogue with those who oppose him. However, by the 

positioning of the topics, we see that the most important name is also the 

most controversial, that of Jean Wyllys. We see that the acts are attributed 

directly to Congressman Wyllys, who confirmed the invitation and must 

accept it. The other names mentioned are being “speculated”, that is, they 

are referred to indirectly and passively. It is not possible to perceive a clear 

polarization in the text, because, when analyzing the text, it is not possible 

to determine who is the outgroup and who is the ingroup.

In the case of the A3 article, we see the cover of the Veja magazine that bears 

the title “The scandal that everyone suspected was disclosed. Shortly before 

the election, the biggest political scandal is disclosed: the polls were bought. 

The question is: who ordered it? It is still possible to read other messages in 

the cover headlines: “data show that Bolsonaro has always been ahead”, “PT 

is the biggest beneficiary of the electoral farce” and “Lula, even in prison, 

knew about the whole scheme”. In this supposed cover of the magazine, the 

main topic is the denunciation of a great farce in the elections with the objec-

tive of benefiting the Workers’ Party (PT) to the detriment of the candidacy 

of Jair Bolsonaro. We observed that the speech is typical of the dynamics of 

the political campaign, since it begins with a type of construction that is not 

common in journalistic vehicles, “Disclosure of the scandal that everyone 

suspected”, denoting a very clear opinion and not typical of the domain of 

news discourse of journalism, since the enunciator places himself within 

the discourse when it is said that “everyone suspected”. When analyzing 

the lexical units, we see that the use of the words “everybody” and “big-

gest scandal” clearly reveals a strategy of intensification to make the matter 

even more impactful. Then the speech says “The question is: who ordered 

it?”, which is a false question, since in the cover headlines below we already 

know who is responsible for the electoral farce: the PT, which is the big-

gest beneficiary, and whose leader, Lula, knew everything. We see, in these 

calls, a clear separation between Bolsonaro, who is a victim of the corrupt 
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system and who has always been preferred by voters, and Lula, who is in 

prison, but continues to command a criminal scheme from within the jail. 

We see from these naming and preaching strategies that there is a glob-

al ideological strategy of polarization between the in-group, of Bolsonaro, 

which is good, and the out-group, which is the PT and Lula, the bad ones. 

The bad guys are directly blamed in the phrases. In this discourse, we can 

see that it is implicit that the PT has always deceived the electorate, us-

ing shady methods to stay in power, and that Bolsonaro is a victim of this 

scheme. We see that the speech is all constructed in the sense of persuading 

the receiver to think that those who think that there is no electoral farce are 

alienated. So the implicit meaning of this magazine cover is that if the party 

is so corrupt, it doesn’t deserve any voter’s trust.

In the A4 article, we see again covers of three national magazines, as in 

the previous article. The theme is also recurrent in the sample: an alleged 

scheme to rig the 2018 elections. This is the main topic of this fake news, 

which contains three covers of the magazines “Época”, “Veja” and “Exame”, 

with statements attributed to the director of the Organization of American 

States (OAS) Department for Electoral Cooperation and Observation, 

Gerardo de Icaza. The image of this fake news is a montage with the three 

covers, in which Icaza assumes fraud in the electronic voting machines 

in the elections. The covers read: “What now PT? Gerardo de Icaza opens 

his mouth and assumes fraud at the polls in favor of PT”, at Época; “Bomb! 

Gerardo de Icaza, director of the OAS, admitted negotiation to defraud elec-

tronic voting machines and collaborate with PT”, in the headline of Veja, 

with a headline with the text “Fernando Haddad says he was deceived and 

calls urgent meeting with party leaders”; “”The PT is capable of anything.” 

Gerardo de Icaza causes controversy after assuming fraud in the polls in 

the 2018 Elections. PT despairs”, in Exame. As in the previous case, there 

is a simulation of the format and journalistic discourse on the covers. At the 

same time, we observed in some phrases on the covers a language closer 

to the political discourse typical of electoral campaigns, when a candidate 

uses strategies to disqualify the candidate or the opposing party. In the case 
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of Época’s cover, the positioning of the first sentence, highlighted graphi-

cally on the cover, reveals the importance given in this words to how much 

the party would be cornered. The question sets the stage for the next sen-

tence, “Gerardo de Icaza opens his mouth and assumes fraud at the polls 

in favor of the PT.” Two expression units draw attention: “opens his mouth” 

and “assumes fraud”, a gradation strategy aimed at generating expectation 

in the reader: first he decided to speak, then he assumed fraud. The expres-

sion “opens his mouth” is already a more emphatic way of saying “tells” or 

“speaks”. The word “assume” is also used with the aim of emphasizing the 

revelation. Here we observe the use of the intensification strategy. On the 

cover of Veja, the same strategies are used: the opening sentence is “Bomb!”. 

The positioning of the word indicates that the most important thing about 

this headline is its destructive power, like a bomb. The next phrase shows 

again a verb that emphasizes the responsibility of the subject in his revela-

tion: he was not told, he “admitted” that that fact was true, an admission 

of his guilt for collaborating with one of the electoral parties. As in the pre-

vious cover, the first sentence (“What now?” and “Bomb!”) and the verb 

used (“assume” and “admit”) carry the greatest ideological weight. On the 

cover of Exame, the structure is a little different. However, the highlighted 

phrase, enclosed in quotation marks, has a similar intensifying effect. “The 

PT is capable of anything,” says the cover, suggesting that there are no lim-

its, in this case, to the party’s dishonesty. The use of the word “everything”, 

a hyperbole, reveals a strategy of intensification, as in the other covers. In 

the following sentences, the verb “to assume” is also used to impose great-

er accountability on the subject of the speech and to increase the strength 

of the revelation. All three discourses are similarly constructed with the 

aim of convincing the reader through the use of gradation, hyperbole and 

intensification. We see in the three covers the implication of blame to Icaza 

and the PT, who were together in the fraud, and the representation of the 

exogroup as that are responsible for striking down Brazilian democracy and 

deceiving voters.
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The A5 article brings the issue of electoral fraud and concerns a report 

made by a supposedly journalistic website called “A Bronca Popular”, about 

an Army document that would require expertise in electronic voting ma-

chines to guarantee its reliability. In the title, it is possible to read: “High 

command of the Brazilian Army and requires expertise in the polls before 

and after the elections!”. At first, we observed that the site reproduces the 

journalistic format: it contains the title, name of the reporter who signed 

the article, publication date, illustrative photo and the text. It is signed by 

Edesio Adorno. Once again, the journalistic format is used to give credibil-

ity to the information disclosed. As we continue reading the text, we see 

an attempt to simulate journalistic language, however some elements show 

that it is a piece of political propaganda in defense of the candidacy of Jair 

Bolsonaro. It is possible to say, therefore, that the genre of the text is that of 

political discourse. The text starts talking about the attack suffered by the 

politician, in the midst of the political campaign, when he was stabbed in 

the belly, characterizing the attack as “political”, which defines the course 

that the speech follows, and says that it “intrigued the high command of 

the Brazilian Army, which follows with redoubled attention the investiga-

tions carried out by the Federal Police”. Some specification elements used 

in the first paragraph (“political attack”, “Army high command”, “follows 

with redoubled attention”) will detail the relevance of the news and leave 

an implicit message that there is something special about this investigation 

into a political act that is attracting the full attention of the most impor-

tant figures in the Army. The analysis of these lexical structures leads us 

to believe, in these sentences, that there is an important conspiracy against 

Bolsonaro that makes the colonels uneasy. The macro-topic of this speech, 

however, is only presented in the second paragraph, as an additional fact 

that also makes the Army uneasy: “Another fact that worries the barracks 

concerns the supposed vulnerability of electronic voting machines”. Note 

that the text itself raises doubts about the vulnerability of the ballot box-

es, since it is “supposed”. The disqualification strategy used here, however, 

will be deconstructed throughout the text, in an attempt to prove that the 

vulnerability of the polls is not supposed, but real. The Army’s concern is 
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written in an official document signed by “last-rank graduates of the three 

weapons”, saying they demand that electronic voting machines should be 

“subjected to expertise by specialists from the Armed Forces, before and 

after the election”, says the text, without naming who these people are. It 

is not known what leadership positions they are in or how many. We also 

don’t know how many are from the Army, Navy or Air Force. While the 

recipient of the document is referred to explicitly, the STF (the Superior 

Court), the authors are cited in a totally imprecise way. The article then 

explains that the intelligence of the Armed Forces “suspects that the sudden 

and inexplicable growth of Fernando Haddad (PT), in the electoral polls, is 

the preparation of the ground for a mega electoral fraud”. In this sentence, 

we see the polarization explicitly. Haddad’s growth in the polls, not only 

“sudden”, would have occurred in an “inexplicable” way, which indicates 

an electoral “mega-fraud”. The indirect meaning that we infer from these 

phrases is that there is no explanation for Haddad’s success other than 

widespread and never-before-seen electoral fraud. The “megafraud”, a hy-

perbole, turns the suspicion about the possible vulnerability of the polls into 

a warning for a fraud never seen before. Just as the military is not named, 

those responsible for the coup are also referred to in an imprecise and dif-

fuse way. In the last two paragraphs, we realize that the text is a manifest 

in favor of Bolsonaro, and clearly see the marks of a speech by the radical 

right, when there is a quote that talks of a homeland “free from the threats 

of communism” and of “Venezuelanization”, a neologism referring to the 

country led by leftist Nicolás Maduro.

In A6, the article analyzed is a print of a Facebook post, with deleted au-

thorship, which contains the following comment: “Globo admitted live that 

the demonstration for bolsonaro is the biggest in history”. Along with this 

sentence, a video was shared, where you can see, in the upper left, the 

Globo News logo and the words “Live” and “São Paulo”. At the bottom of 

the screen, there is the following caption: “1 million protesters on Avenida 

Paulista and surroundings, according to PM”. In this case, the video made 

by Globo News becomes fake news because of the comment on the Facebook 
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post that takes it out of context. The video is real and shows a real scene, 

which took place in 2015, during the protests against then-President Dilma 

Rousseff. Focusing on the analysis of the text, we observe that the comment 

in the post has the typical language of everyday conversation, while the 

second sentence, as expected, fits the journalistic discourse. Again in this 

article, we see the use of the verb “admitted”, which carries an ideologi-

cal charge since it assumes that the subject of the discourse recognized a 

fact that he had not previously accepted as a hypothesis. If Globo did not 

first want to recognize Bolsonaro’s strength, we can assume that Globo is 

against the politician, which we can characterize as a polarization between 

the in-group (Bolsonaro and his supporters) and the out-group (Globo). In 

addition to admitting, Globo would have admitted “live” the fact that there 

is a huge demonstration in favor of Bolsonaro, which increases the power 

of admission. We also see in the phrase that the demonstration was “the 

biggest in history”, once again, the use of the intensification strategy is 

present. These three are the expressions, in this text, with the strongest 

ideological charge.

The A7 article analyzes a print that imitates a page on the G1 portal, con-

taining information about the rejection of the candidacy of a deputy who 

is trying to be reelected. We see the header of the G1 portal, with the web-

site logo on the left side, and the indication “Elections 2018” on the right, 

above the phrase “Moju – Pa”, as if it were a regionalized website of the 

city of Pará. Below, it is possible to read the title “Procuradoria Geral da 

República Issues opinion rejecting the candidacy registration of Deputy iran 

Lima (MDB), based on the LAW OF THE CLEAN FILE (in Portuguese, “Lei 

da Ficha Limpa”, a law approved to fight corruption in Brazil), contrary to 

the decision of the TRE/PA.” and several document images with some parts 

highlighted graphically. TRE is the regional electoral authority of Brazil and 

PA is the acronym for the state of Pará. Once again, we see that the image 

simulates a news item from the G1 site in its format and also in the lexicon 

used, typical of political journalism. In this text, we see three pieces of infor-

mation: the first part of the sentence (“Attorney General’s Office Issues an 
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opinion rejecting the candidacy of Deputy iran Lima (MDB)) and the second 

part (“based on LEI DA FICHA LIMPA”) present an explanation list, while 

the third part of the sentence carries a relationship of adversity in relation 

to the first and second stretches (“contrary to the decision of the TRE/PA.”), 

expressed in the word “contradicting”, which allowed the deputy’s candida-

cy to be registered. “Based on the Clean Record Law” also implies that the 

deputy has a dirty record, that is, he has a great chance of not being honest. 

Here the argumentative strategy of cause and consequence is introduced, 

with the rejection being the consequence of the application of the law. It is 

possible to observe that the repetition of verbs that carry a negative con-

notation for the subject of the speech, the deputy Iran Lima (“dismissing” 

and “contradicting”). The information is positioned as a title, which gives it 

importance. In this case, we observe that the deputy is referred passively, 

that is, he only suffers the effects of the reported decision. The sentence, 

however, is constructed directly, with the TRE being directly responsible 

for the decision taken that both condemns the deputy and contradicts a 

previous decision.

The last article analyzed, A8, is a debunking whose main topic is an al-

leged statement by the candidate for vice president on the ticket of Jair 

Bolsonaro, Hamilton Mourão, about his proposition around the confiscation 

of people’s bank savings. The fake news in question is a print of an article 

from “Blog da Cidadania”, a journalistic blog edited by Eduardo Guimarães, 

which has a bias in favor of leftist parties and ideas. We observe that the 

article uses the lexicon of journalism. In this case, we also see that there 

is use of the lexicon of economic discourse. In the article, the main topic is 

the false declaration of the vice candidate Hamilton Mourão defending the 

confiscation of bank savings, a relevant topic, as Brazilians experienced a 

similar episode in 1990, when then President Fernando Collor proposed a 

plan to stabilize the economy and inflation, and ended up blocking and con-

fiscating the equivalent of about US$ 100 billion from people’s bank savings. 

When we read the title of the fake news, we observe that the sentence is 

constructed directly and the voice is active, as the utterance shows that the 
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subject performs the action. In this way, the subject of the discourse is di-

rectly responsible for the proposal to confiscate the savings. The use of the 

word “also” is curious in this context, as it brings ambiguity to the sentence. 

The “also” can either be a presupposition that, like Bolsonaro, Mourão also 

proposes the confiscation of savings, or it can mean that, among other 

economic measures, the candidate for vice also defends the confiscation. 

This imprecision, which may have been intentional, can lead to an ambig-

uous interpretation, which will be encoded from the reader’s mental and 

contextual models. When analyzing the generic structures, the word “con-

fiscation” brings an idea of ​​punishment, increasing the ideological charge of 

the phrase. The subject of the discourse is called by his surname, and there-

fore it is assumed that he is an important person and that the reader knows 

him, given the public exposure he had been suffering in those months of the 

electoral campaign. If he defends a measure that was harmful to Brazilians, 

this leads us to analyze that the subject of the discourse is characterized as 

someone bad, who makes a mistake that has already been committed in the 

past. In this way, we can see a polarization between Mourão and the victims 

of the Collor Plan, who had their savings confiscated – a large part of the 

Brazilian electorate.

These observations lead to the conclusion that, among fake news, we fre-

quently observe forms of implicit meanings (as in A1 and A3) or inaccuracies 

(as in A5), partly because they are messages that are part of the dynamics of 

political discourses and partly because the information is not objective and 

leaves room for the reader to interpret more freely. Another point worth 

noting is the use of figures of rhetorical style found in fake news, such as 

irony, in A1, and hyperbole, in A3 and A5. These are figures that are not 

used frequently within the journalistic genre, but they fit well into the polit-

ical discourse, mainly because they evoke emotion in the receiver, which is 

part of the electoral dynamics, for example.

In the debunkings, we observe more the use of the rhetorical style figure of 

repetition, used in general with a strategy of intensification from the point 
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of view of the article, which is to prove that the message being analyzed is 

a lie, being observed in all articles analyzed. In fake news, we also see the 

strategy of intensification (in A2, A3, A4 and A6) being used for proofing the 

central ideas defended in these discourses.

In addition, we realize that debunkings in general present the themes di-

rectly, in an active voice, and explicitly, which is coherent with the intended 

objective, which is to explain and correct wrong information. We also see, 

in debunkings, the direct accountability of the subjects of the discourse. In 

some fake news, such as A1, we see the use of passive voice to soften accu-

sations in relation to the subject of the speech. In fake news, sometimes the 

press is characterized as unfair, other times it is not mentioned directly; 

however, in the debunkings, we can see that fake news is always named as 

false or misleading, explicitly and repeatedly.

While in all the debunkings, the lexical repertoire is typical of journalistic 

discourse, in some fake news we see a lexicon more used in political dis-

course (in A1, A3, A5 and A7). Although the lexicon belongs to the domain of 

politics, we can still observe among fake news a simulation, in some cases 

(in A2, A3, A4, A5, A7 and A8), of the journalistic format or even the layout 

of the G1 site. In our opinion, this type of reproduction is made with the ob-

jective of borrowing the credibility that is inherent to journalistic vehicles.

The characterization of the subject of the discourse, in fake news, is differ-

ent depending on the context of each piece of information. In A1 and A5, for 

example, the subject is placed as the victim, while in A8 it is qualified as the 

villain. In A1, the press, for example, is preached as censorship and unfair. 

However, in the debunkings, we can see that the information analyzed is 

always named as false (“fake”), explicitly and repeatedly, in several sentenc-

es. It is also important to note that this qualification is always present in 

the first paragraph, in addition to the title, which gives importance to this 

classification. We also see in the debunkings the repetition of negative ex-

pressions to reinforce the idea of ​​the falsity of the information in question, 

in a clear strategy of intensification.
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In debunkings, we also see the use, in all articles, of the argumentative 

strategy of proof and, in fake news such as A8, the strategy of cause and 

consequence. The intensification strategy was observed both in fake news 

and in debunkings, in order to reinforce the defended point of view. In the 

debunkings, in a clear, explicit and objective way to defend the falsehood 

of the analyzed piece. In fake news, to make the impact of information 

greater or to highlight some more central topics. The argumentative strat-

egy of proof was used in all debunkings, but not in fake news, which, in 

our analysis, indicates that they had no goal to provide proofs of truth in 

their discourse.

Another important observation is that debunkings always bring, in the first 

paragraph, the indication that the information being analyzed is false, or 

“#FAKE”. In other words, right at the beginning of the articles, Grupo Globo 

already characterizes that information that will be reported as a lie. The 

same occurs in the titles of the debunkings: the expression “It’s #FAKE” 

starts the titles of all analyzed articles, which aims to bring more atten-

tion and deposit more strength to this information. Regarding framing, we 

observe in all debunkings a framing of information in a negative way, as a 

lie or falsehood. The defense of falsehood in the articles is made in an ex-

plicit and detailed way, where the use of a large volume of propositions that 

point to the same thesis of false information is observed, which makes the 

message even more clear and direct.

We noticed that, among the global ideological strategies, polarization was 

found in the majority (in 7 out of 8) of fake news and also in the debukings 

analyzed in this sample. In the sample, ingroups are generally charac-

terized as true, good, and defenders of good values, while outgroups are 

represented as liars.

In these cases, in fake news, the press was characterized as the outgroup, 

while in the articles published by G1, we see that fake news emitters were 

always characterized as the outgroup. The irony here is that although the 

press is often qualified as an outgroup, the use of the journalistic format 
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is still a way to lend credibility to an information. On the other hand, 

fact-checking is used, in this sample, within the context of Grupo Globo’s 

journalistic vehicles as a way to reaffirm the credibility of journalism and 

its power.

We see, clearly in the debunkings, a large volume of propositions that de-

tail the point of view defended in the articles, in relation to the falsity of 

the information analyzed. Another curious point is the use of the expres-

sion “actually” (“na verdade”), as in articles A4 and A6, which reserves 

for the newspaper the reputation of having the truth, as opposed to the 

information analyzed.

Final considerations

Social media networks have become an open space for the circulation of 

various discourses, including those that go against what is said in the press. 

Some, by ideology; others, out of economic interest, thanks to the business 

model of sites like Google; others, by political strategy. Communication is 

power, and discourses are both an instrument of power and control and 

part of social construction of reality. The way they confirm, legitimize, 

reproduce or challenge power relations, ideologies and dominance are ex-

pressed in their structures, and the in-depth analysis of discourses, both 

true and false, will help to clarify the dynamics of new power disputes in 

which communication processes are inserted.

These reflections led us to assess, from our starting question, whether the 

hypotheses raised in this work were confirmed. Regarding the discursive 

strategies used, we see that while in the fake news analysis we observe 

forms of implicit meanings, inaccuracies and active voice in relation to some 

discourse subjects, we see in debunkings the antithesis of this: the direct 

construction, in active voice, the presentation the arguments explicitly, and 

the direct accountability of the subjects of the discourse. We also see the 

use of figures of speech such as irony and hyperbole in disinformation arti-

cles, and repetition in debunkings.
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In fake news, the press is characterized as unfair and deceitful; however, 

in the debunkings, we can see that fake news are named as false or mis-

leading, explicitly and repeatedly. This qualification is always present in the 

first paragraph, in addition to the title, which gives importance to this clas-

sification. The intensification strategy was observed both in fake news and 

in the debunkings, in order to reinforce the defended point of view, while 

the argumentative strategy of proof was only used in debunkings. We see, 

clearly in the debunkings, a large volume of propositions that detail the de-

fended point of view, that of the falsity of the analyzed information.

Among the global ideological strategies, polarization was found in fake 

news and also in the debunking analyzed, where in-groups are generally 

characterized as true, good, and defenders of good values, while out-groups 

are represented as liars. In the case of fake news, the press was character-

ized as the outgroup; while in the articles produced by G1, we see that the 

issuers of false information were characterized as the outgroup.

By analyzing both discourses in this sample, this made us confirm our 

hypothesis that there is a discursive dispute between fake news emitters 

and professional journalism, since there is a polarization between ingroups 

and outgroups in the discourses of both parties, both in terms of discourse 

structure and content.

On the other hand, we see that Grupo Globo’s effort to disqualify false in-

formation involves reaffirming its power as holder of the truth. We see that 

there is a relationship of dispute of forces between the press and false news 

emitters: one tries to take advantage of the other’s power, while the other 

tries to disqualify it. From this observation, we realize that fact-checking 

is used, in this sample, within the context of Grupo Globo’s journalistic ve-

hicles as a way to reaffirm the credibility of journalism and also as a way 

to defend the vehicles of the business group, placing them as holders of the 

truth, who fight an enemy who is all those who lie.

The consequences of the fake news phenomenon for journalism are impor-

tant, but not yet fully known, since the phenomenon, in its current format, is 
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relatively new. However, in our view, this phenomenon of fake news reveals 

a change in power relations in the public sphere, and disturbs the informa-

tion ecosystem. It has two consequences: making the ecosystem cloudy, 

given the confusion between true and false information, and more complex, 

since power relations in the network society (Castells, 2015), where power 

is also exercised in networks (Parente, 2004), will make the information 

more or less relevant to the user based on their own beliefs and opinions 

and based on the group’s beliefs and opinions.
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OPINION-ORIENTED NEWS AS A SOURCE  
OF POLARIZED DISINFORMATION ON THE EU:  
A CASE STUDY ANALYSIS DURING THE 2019  
EP ELECTIONS

Rubén Rivas-de-Roca & Mar García Gordillo

Introduction

The role of facts for public opinion is being put into ques-

tion in the era of fake news. This is specially observed in 

election campaigns, which have become an objective of 

disinformation (Blassnig et al., 2019). Journalists show 

a preference for opinionated stories in a growing world-

wide trend. The emergence of online news consumption 

meant a change in the relationship between politics and 

journalism, moving away the latter from its traditional 

function of providing keys for the understanding of the 

public sphere (Bennett & Livingston, 2018). 

One of the consequences of the digital era is a news cov-

erage focused on personalities (Van Aelst et al., 2012). 

In this context, the journalistic production has become 

cannibalistic as the media outlets compete more than 

ever with each other (Carlson, 2018). The coverage of 

the European Union (EU) is strongly affected by those 

problems. The European project is usually linked to 

matters of national policy, finding a utilitarian view of 

its policies. Besides that, when the EU is addressed as 

a singular issue, it is associated with diplomacy and 

corporatism, reinforcing the feeling of remoteness 

(Baisnée, 2014).

Another additional problem reporting EU is the dif-

ficulty in generating interest on this matter. Citizen 

disaffection has increased at the same time that some 

Chapter 5
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institutional actions to promote Europeanism were introduced, showing the 

inability of public communication policy to achieve a Europeanization of the 

journalistic treatment (Walter, 2017). Elections to the European Parliament 

are even considered third-order elections by political actors, which is re-

flected in low turnout (Haßler et al., 2021).

The huge pro-European mobilization after EU enlargement in countries like 

Spain did not bring a better news coverage (Papaioannou & Gupta, 2018). In 

the framework of an increasingly interconnected political journalism faced 

with post-truth phenomena, this EU communication deficit has been widely 

studied in the literature in recent years (Goldberg et al., 2021). The use of 

national approaches is pointed out as the immediate cause of this problem 

of journalistic treatment.

Bearing those trends in mind, this research aims to conceptualize the role 

of opinionated news in disinformation, as this practice takes advantage of a 

polarized public opinion (Wagner & Boczkowski, 2019). Beyond a theoreti-

cal approach, we use the multiple-case study as research strategy to assess 

the degree of opinion-oriented stories about the EU. The report of this issue 

suffers from cultural clashes that threaten its journalistic quality (Norris & 

Inglehart, 2019).

Disinformation on EU issues

Covering the EU: the challenge of remoteness

Legacy media have formally attached some importance to the EU in 

their teams, as can be seen in the presence of correspondents before the 

European institutions in Brussels (Lloyd & Marconi, 2014). However, the 

coverage has continued to be carried out from a national perspective and 

without continuity, mostly depending on events (van Spanje & de Vreese, 

2014). Initiatives to develop European journalistic narratives are scarce and 

usually financed by the EU institutions, but they overlap with a potential 

European Public Sphere (Rivas-de-Roca & García-Gordillo, 2022).
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The number of EU news does not seem to influence citizen evaluations of its 

activity, but the use of crisis frames has contributed to heightening mistrust 

in the European institutions (Brosius et al., 2019). An informed citizenry 

is a necessary step for the well-functioning of a democracy regarding the 

European project. Transparency about elections improves the possible ef-

fects of information (Grill & Boomgaarden, 2017), although the EU has been 

traditionally accused of lack of clarity.

An example of the poor journalistic treatment of EU issues is that the 

press looks unable to build European identity in historical relevant mo-

ments, which has been accelerated by the rise of disinformation (Kermer 

& Nijmeijer, 2020; Otto et al., 2021). The failed Constitution for Europe of 

2005, the refugee crisis in 2015 or Brexit were not accompanied by a proper 

EU news coverage. Following a chronological order of these events, the first 

of them was the failure to approve a Constitution for Europe in 2005. After 

public consultations, France and the Netherlands rejected that initiative. In 

the campaigns of these referendums, the media focused on national debates 

on Europe rather than European ones; thus, the text to be ratified was al-

most sidelined (Papaioannou & Gupta, 2018).

Strong national public spheres coexist with a weak and nascent European 

Public Sphere (EPS) on common interests, which have a recent example in 

Commission’s proposal to put an end to seasonal clock changes. The preva-

lence of domestic affairs is not unexpectedly considering the robustness of 

state political systems and the richness of national identities. What is most 

relevant is that each of these two types of spheres imply different levels of 

expectations, impacting on participation models (Herkman & Harjuniemi, 

2015). In this sense, the space for dialogue at the EU level is still limited.

On this backdrop, the EU institutions also play a role in fighting disinfor-

mation. Some initiatives adopted during the latest EP elections such as “Act, 

React, Impact” (2014) or “This time I´m voting” (2019) were useful to promote 

a well-informed society (Rivas-de-Roca & García-Gordillo, 2022). In addi-

tion to that, the EU officials employ day-to-day strategies to counteract fake 
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news on social networks, illustrating the institutional character of the EPS 

and the absence of fact-checking platforms that tackle with Europe.

The rise of disinformation in the digital age

The current news coverage of the EU occurs in a post-truth era, in which po-

litical journalists are forced to justify each of their statements to legitimize 

their work because of the proliferation of fake news (Carlson, 2018). 2016 

is considered a turning point in leaving behind facts and the emergence of 

criticism of traditional media, both in the United States with the victory of 

Donald Trump (Pérez-Curiel et al., 2021) and in the EU with Brexit referen-

dum (Lilleker et al., 2021). The withdrawal of the United Kingdom (UK) from 

the EU shows the challenge that disinformation involves for the European 

project, having different impact by country (Hameleers et al., 2021).

Southern European audiences have shown little resilience to disinformation 

given the polarized tradition of these countries (Roses & Humanes, 2019). 

While in the 19th century a mass commercial press emerged in the UK, 

countries such as Spain were still immersed in the opinion press model, fo-

cused on disseminating political ideas. Despite the active role of journalism 

in the period of political transition to democracy, the historical backward-

ness of the Spanish press is evidenced in lower reading rates compared to 

most European countries (Hallin & Mancini, 2004).

However, digital convergence is also a concern for journalistic quality. 

Critics of convergence see platforms as fuel for misinformation (Innes & 

Innes, 2021). There is a lack of specialization due to less knowledge of the 

sources, to which is added the limited time frames. Journalists have to 

work on stories disseminated through multiple digital channels (Humprecht 

et al., 2020). All these phenomena influence quality of the news items 

(Pavlik, 2013).

The way the news is made determines the social vision of politicians. 

Focusing on the statements of the leaders, now shared via social networks, 

supposes to delve into the personalization of politics (McAllister, 2007). 
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Likewise, it means the distortion of the value of facts for democracy, losing 

importance in the face of selected quotes without public relevance (Vázquez 

Bermúdez, 2006). These practices are a breeding ground for disinforma-

tion, identified as a frequent practice of current political communication 

that reduces the trust in democratic institutions. In fact, politicians are 

more important than the media in the dissemination of disinformation 

(Heiberger et al., 2021).

Previous studies on disinformation across Europe suggest that EU institu-

tions prioritize reporting false content on social networks (Tuñón Navarro 

et al., 2019). Fact checkers or think tanks are defining structures to fight 

disinformation at the European level. Regarding the European Commission, 

disinformation represents a key challenge in its current action, but it has 

not been possible to stop this problem of spreading false information for 

negative purposes as seen in the Covid-19 pandemic (Salaverría et al., 2020).

Method

This research seeks to conceptualize the role of opinionated news in disin-

formation regarding the EU. We defined three research questions (RQs) on 

this matter:

RQ1. Which are the bias and the protagonists of the headlines?

RQ2. How is the negative bias towards EU institutions built?

RQ3. What is the reaction of readers to these news items on the EU?

According to our research design, we compared the coverage of EU affairs 

in local media from Germany, the UK and Spain during the framework of 

the 2019 EP elections. The analysis was performed on a sample of news 

items on European issues, collected over a six-month period (from January 1 

to June 30, 2019). The elections took place on 23-26 May, meanwhile the 

EP published its first pre-electoral survey in February. This chapter only 

considers the journalistic pieces on topics related the EU, that is, their 

institutions and processes. In total, 612 units of analysis were captured.
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Our study includes six local media outlets, two for each country, in some 

of the most populated cities of Germany, the UK and Spain. All those coun-

tries have a different historical relationship with the European project. We 

selected local newspapers because of its social function in nearby commu-

nities (Hess & Waller, 2017). Since the 1980s there are more personalization 

and negativity in the political coverage (Kuhn & Nielsen, 2014), but the 

journalism cultures by countries also play a role on this matter (Obijiofor 

& Hanusch, 2011). For this reason, our research carries out a comparative 

approach across Europe.

This study focused on two main items: personalization and negativity. 

These variables were analyzed through several categories: headlines, top-

ics and reader’s comments. We developed an analysis sheet with exclusive 

categories to gather the data, following the content analysis parameters of 

Krippendorff (2012). The collection of the sample was carried out manually 

and then analyzed through the software IBM SPSS Statistics, Version 28.

The research design was applied by a single researcher, but we also car-

ried out two previous rounds of coding training to refine the categories and 

achieve scientific validity. New rules were added to the coding manual after 

these rounds. The use of one encoder tries to provide homogeneity, as this 

chapter is part of an extended research project.

The categories created aim to deepen in the fact that the EU does not have 

its own media system, which is assessed by the literature as basis for prop-

er news coverage. In addition to that, citizens vote according to identity 

and values, so one might wonder about whether these values exist at the 

European level. The lack of common identity leads to voting in a national 

perspective, explaining the low participation rates in the elections to the 

European Parliament. In the 2014 elections, the turnout in the EU as a whole 

stood at 43%, although there were several Eastern countries in which it did 

not reach 30%. In 2019, the first general increase since 1994 was observed, 

reaching half of voters (50%). Therefore, the period of the EP elections is 

chosen as a timeframe of our study.



Rubén Rivas-de-Roca & Mar García Gordillo 157

It should be noted that the EU model has some democratic legitimacy 

through holding elections to the European Parliament every five years. A 

democratic system requires the existence of public opinion as a way for 

its citizens to make informed decisions, based on an idea of deliberative 

democracy. Nevertheless, the different views in the Member States and the 

little concern for EU issues call into question the journalistic coverage that 

we explore here.

Results

Headline bias

The headline is the classic entrance to the information. There are different 

elements to assess, but we focus on knowing the protagonist of the headline, 

insofar as this data reveals to whom the media’s attention is oriented. Brief 

messages stand here as a source of political journalism, since political par-

ties share messages in a massive way and easily convertible into headlines.

The topics or the people addressed by headlines are one of the factors that 

determines the first impression of EU news coverage. For this reason, we 

seek to know the degree of relationship that each type of headline has with 

the bias delivered to the European project, that is, if the personalities or 

thematic issues are more likely to some approaches. This makes it possible 

to understand which actors the Eurosceptic news is targeting.

Positive Neutral Negative Positive / negative

EU personality 15.0 65.0 3.7 16.3

Non-EU personality 10.8 45.5 33.7 10.0

European affairs 30.6 44.9 10.1 14.4

Non-European affairs 22.2 60.5 9.0 8.3

Total (average rate) 19.6 54.1 14.1 12.2

Table 1 - Distribution of the bias of the message according to the orientation of the headline 
(%). *In bold outstanding findings.
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The frequency of headline bias remains mainly neutral, although some dif-

ferences emerge. The highest positive frame is present in European affairs 

(30.6%), while non-EU personalities, mostly national, receive a negative bias 

above the average (33.7%). This data is relevant, illustrating how negativ-

ity points to these profiles of personalities outside the European bubble, 

which lead us to reflect upon whether the polarization of the EU comes from 

national spheres.

In the mix of positive and negative biases, no large differences are detected, 

but the first practice is slightly more common in the items that refer to the 

EU (EU personality and European affairs). The relationship of this finding 

with the customary nature of the EU and the deficit of politization with 

European politics could be studied in future research. Moreover, the posi-

tive bias attributed to purely European issues may be linked to the presence 

in the sample of two historically pro-European countries such as Germany 

and Spain.

It should be taken into account that the EU news items in these media are 

not located in local or regional sections, but rather in political descriptors. In 

this regard, the approach for these pieces almost never goes through a near-

by perspective, but through national or European approaches. This may be 

connected with the progressive politicization of the European project (de 

Wilde et al., 2016), which rises its influence in many areas and, hence, com-

pels to consider political aspects in its coverage. However, findings such as 

the national orientation of the headlines mean that these interpretations are 

not clear. The media prefer a national orientation in the headlines, under-

stood as gateway to the information, perhaps because they believe that it 

may foster more clicks on their web pages.
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Topic bias

The majority bias on the EU news is usually neutral along the time (Lloyd 

& Marconi, 2014). This is not an obstacle to the existence of topics that gen-

erate polarizations of interest (table 2), with greater differences than those 

seen in the headlines. The classification of topics provided refers to the 

main issues of debate in the 2019 EP elections, triggered from an observa-

tion of the Twitter profiles of the candidates to preside over the European 

Commission. They were named as ‘Spitzenkandidaten’ (leading candidates).

Positive Neutral Negative Positive / negative

Institutional issues 24.2 35.5 12.2 28.1

Electoral contest 19.2 69.3 6.4 5.1

Brexit 12.0 62.4 17.9 7.7

External relations 43.5 35.4 10.3 10.8

Economy 30.4 42.8 10.9 15.9

Migration 15.0 37.6 30.7 16.7

Environment 41.5 34.6 8.5 15.4

EU-funded projects 83.1 13.6 0.0 3.3

Digital market 23.5 28.9 19.3 28.3

Social policy 48.4 36.7 6.7 8.2

Other issues 6.8 72.8 20.4 0.0

Total (overage rate) 31.6 42.7 13.0 12.7

Table 2 - Distribution of message bias according to topic (%). *In bold outstanding findings.

One of the most noteworthy data is the huge positive bias of EU-funded pro-

jects (83.1%), which also happens on a smaller scale in social policy (48.4%), 

external relations (43.5%), and the environment (41.5%). By contrast, the top-

ic of migrations (30.7%) doubles the average of information with a negative 

tone. The news item of figure 1 shows a positive tone about European invest-

ments. This overlaps with a utilitarian perspective of what the EU does for 

me at the local level.
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Fig. 1. Journalistic piece on EU-funded projects with a positive bias that tells the benefits of 
EU funding (Sevilla Actualidad (Spanish digital media outlet), June 30, 2019). Source: 
https://bit.ly/32aVjKn

Besides that, typical EU issues such as the EP electoral contest (26.9%) and 

the digital market (28.6%) bring together the combination of positive and 

negative approaches, following the trend towards moderation proper of 

European politics. In any case, the figures reveal that there are some issues 

close to the EU that tend to concentrate positive or negative approaches. 

Thus, depending on the prevailing agenda, the European project will be sub-

ject to different kinds of biases. We also observed that the topic influences 

on the type of authorship. Most of the pieces are signed by the agencies, 

but journalists stand out as authors for the EP electoral contest, Brexit, and 

social policy.

Positivity towards the EU institutions is higher in pro-European countries 

and is determined by the issues tackled in the journalistic field. For instance, 

there is greater negativity towards migration. As a consequence, the media 

agenda on the EU can shape the tone of journalistic messages. This means a 

learning for the European institutions, which must set the topics of interest 

if they want the media conversation to take place from a Europeanist logic.

Reader comments

News relevance is key in the gatekeeping process. A proof of the importance 

in the current digital pieces is the number of comments, which is related to 

discursive participation. The reception of a greater number of comments has 

the potential to cause the news production to be more audience-oriented,  

https://bit.ly/32aVjKn
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so the number of these interactions is measured for the cases of each 

country of the sample.

0-5 comments 6-15 comments Over 15 comments

German local media 100.0 0.0 0.0

British local media 53.8 29.5 16.7

Spanish local media 94.5 4.5 0.9

Total (average rate) 82.8 11.3 5.9

Table 3 - Frequency of the figure of comments by country (%). *In bold outstanding findings.

As can be seen from table 3, the two German media do not receive com-

ments, which is also found in one of the Spanish media outlets. The British 

media are more likely to generate interactions (29.5% of the pieces between 

5 and 15 comments, and 16.7% with more than 15). These frequencies seem 

significant compared to the other two countries. Therefore, in the frame-

work of this chapter the EU news suffer from a lack of interest in relation to 

comments, being the UK the only exception.

The reader comments on the webs are sometimes plagued by incivility 

messages, which reverts to the interest in participating and the feeling of 

quality of the news item (Prochazka et al., 2018). Additionally, the reasons 

to intervene in these spaces change among countries depending on their 

journalistic cultures. This happens at a historical moment in which the use 

of digital tools undermines trust in institutions, instead of spurring a true 

public discussion.

Specifically, the tone of the messages on the Internet is a factor in the process 

of crisis of journalism and democracy (Costera Meijer & Groot Kormelink, 

2021). In this sense, Table 4 shows how the bias of the readers’ comments is 

exposed. The tone of these comments is analyzed in relation to the European 

project, as the Eurosceptic discourses may shape their contents.
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Favorable Neutral Unfavorable No comments

German local media 0.0 0.0 0.0 100.0

British local media 3.3 33.2 34.3 29.2

Spanish local media 0.8 15.4 6.6 77.2

Total (average rate) 1.4 16.2 13.6 68.8

Table 4 - Bias of comments by country (%). *In bold outstanding findings.

The results reveal that positive comments about the EU are scarce (1.4% 

of the total), with neutral and negative messages prevailing. It may be not-

ed that the media that receive the most unfavorable comments belong to 

the country that generated the highest volume of interactions: the United 

Kingdom (34.3% of their comments are negative). This significant data is 

illustrative of how the interaction occurs under negative parameters.

While in the British media the attention attached by the EU is linked to neg-

ativity and neutral approaches (33.2%), these neutral ones are preferred in 

the Spanish media (15.4% versus 6.6% of unfavorable messages). According 

to the data, the EU is hardly associated with positive issues on most of the 

audience, which shows the presence of an idea of crisis attributed to the 

European project.

In our study, negativity is much stronger in a country with a long Eurosceptic 

tradition like the United Kingdom. The frequencies of news items without 

comments are significant, which leads to the conclusion that the corpus is 

not extensive enough to assess this point in depth. However, this finding 

also evidences that the EU is not able to mobilize public reactions as it is 

usual of opinion-oriented news.

Conclusions and Discussion

This chapter aimed to examine the role of opinionated journalism in the 

breakthrough of disinformation about the EU. The timeframe of the 2019 

EP elections is used as a relevant moment for the future of the European 
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institutions. Prior research on EU communication has primarily focused on 

the political dimension of legacy media, but it is also necessary to shed light 

on the role of local journalism as having a closer relationship with citizens. 

Because of the distant character of the European project, innovation in com-

munication should be key for both institutions and media. Nevertheless, the 

primary contribution of this study is to evidence that local media lack from 

originality in their texts about the EU, not fostering a true public discussion.

The reasons for the poor quality could be found in the fact that the top-

ic is not really an important issue for them, together with the structural 

weaknesses of a local press traditionally blamed for bad practices (López 

García & Maciá Mercadé, 2007). Our observance found little features of an 

in-depth coverage to the extent that most of the pieces are brief and have 

few sources.

Drawing upon a corpus of 612 news items, we provide three interrelated 

theoretical contributions that also answer to research questions. First, the 

headlines show a greater presence of thematic elements than of personali-

ties, illustrating a preferential attention for fragmented news rather than for 

individuals. Non-EU personalities are those with the highest percentage of 

negative approaches. Hence, national politics work as a polarized cleavage 

in the EU field, meanwhile the European affairs trigger more positive views. 

Beyond that, it is noteworthy that the news items collected are mainly 

placed in political sections, leaving behind the local or regional dimension.

Our second contribution offers insightful findings on the different biases 

by topic. EU-funded projects, social policy, external relations and the envi-

ronment are reported from a positive view. However, the negative tone is 

remarkable regarding migrations. This means that the agenda-setting is es-

sential for the European debates, since the most mentioned issues triggered 

different biases among the population.

Regarding the third, we further our understanding on the working of read-

ers’ responses. Our study reveals that the EU is not relevant for the audience 

in terms of comments, although the EP elections took place during the 
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research. The selected British media are an exception, having some pieces 

with more than 5 comments. Moreover, we analyzed the tone of these mes-

sages to explore possible Eurosceptic narratives. On this matter, positive 

comments are very rare. People who decide to interact through the formula 

of comments do so to express neutral or negative views. The unfavorable 

outlook is especially frequent in the UK, whose local media were those that 

evidenced a more negative approach towards the EU.

Based on the literature review and the three contributions provided, we 

argue that the prominence of opinion-oriented news about the EU could 

boost polarized disinformation. Our theoretical approach through the 

multiple-case study underlines how the current state of play of journalism 

influences the success of polarization in the digital sphere. In a context of 

fragmentation of audiences, opinion-oriented news is key for disinformation 

phenomena addressing liberal institutions. This disruptive communication 

around individualization could mean a decline of democracies such as the 

EU (Bennett & Livingston, 2018), since facts are no longer relevant for the 

audience.

The findings overlap with theoretical concepts such as the comparing me-

dia systems (Hallin & Mancini, 2004) and the journalistic cultures (Obijiofor 

& Hanusch, 2011). Polarization is more frequent in the UK (polarized liberal 

model), while the German press shows approaches that seek a balance from 

different sources. The low negativity in Spain could be explained through a 

Europeanist political culture. It would be interesting to find out if a higher 

polarization affects EU issues in Germany and Spain in the coming years. 

Eurosceptic parties are already present in their national parliaments, 

changing the traditional political discussion.

As outlined before, our results suggest that the European project is not eval-

uated as a useful topic by the local media, notwithstanding the EU rules 

have a strong impact on the nearby communities. The local or regional ap-

proaches are substantially ignored when covering the EU on these media. 

Specifically, this is concerning because the phenomenon of disinformation 
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is growing in contexts of proximity, supported by the advantages of geo-

graphical close groups to know better the effectiveness of mechanisms of 

propaganda (Correia et al., 2019).

The reduced appearance of EU personalities in the headlines may be ex-

plained through the low personalization of the European project. Despite 

a global tendency to personalize politics (McAllister, 2007), the EU has not 

succeeded in creating identification with recognizable leaders. The biggest 

recent example is the procedure of ‘Spitzenkandidaten’. This attempt to de-

velop leading candidates has not implied that the campaign moved around 

these Europeanized actors.

We should acknowledge some limitations of the study, as the sample is 

small and focuses on cases of interest by city and country. The trends of 

the European project (elite-driven integration or corporatism) could be rea-

sons for the particular style of disinformation detected. EU news are mostly 

ruled by national parameters and one of the most striking findings is the 

negativity in both headlines and reader comments in the UK. This has to do 

with a great use of political statements as a source in that country.

Taking these results together, we argue that academia will have to em-

pirically strengthen our understanding about the local spheres as spaces 

of transnational discussions. The EPS is a widely studied concept. Many 

authors talk about the building of a single EPS or the Europeanization of 

national spheres. Our proposal is to revisit from a proximity approach this 

concept, primarily defined as a common space of deliberation for citizens 

that may serve against disinformation.

Accordingly, future research should expand the scope to examine the im-

pact of journalism about the EU in local spheres. Disinformation is also 

related to low-quality journalism and the rise of opinion-oriented news. The 

disconnection between the EU and its citizens is likely rooted in structural 

reasons that have to be with the unpopular bias of the European integra-

tion. Nevertheless, this deficit does not prevent that the EU policies have 
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a great impact on the life of people. Hence, we need cross-cutting models 

to attain a better understanding of the network agenda and the shaping of 

disinformation in contexts of proximity.
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LIES ARE ALL AROUND BUT WHO ARE  
THE LIARS? ADDRESSING ONLINE 
DISINFORMATION PLATFORMS IN  
THE CZECH REPUBLIC AND SLOVAKIA

Ján Hacek & Lucia Virostková

In January 2022, Prague City Gallery installed a cu-

rious piece of modern art close to the city library and 

magistrate: a fake news-sensitive street lamp titled 

“Visibility.” The video object is connected to a media 

monitoring server; the more traffic flows to Czech web-

sites with untruthful content, the more blurred is the 

street lighting. “Fake news can have the same effect 

on our mind and judgment,” commented the curator of 

the exhibition (Monitora.cz, 2022). The art display is a 

powerful illustration of how the phenomenon of disin-

formation penetrates all areas of our public sphere. It 

is also an apt symbol of the dynamic machinery behind 

the distribution and amplification of fabricated reports 

which must be approached with a certain amount of 

creativity in order to be exposed and outperformed. 

In the aftermath of the global pandemic of Covid-19 and 

throughout the major military conflict in Europe, fight-

ing disinformation appears as a matter of urgency on 

both state and personal levels. As acknowledged by the 

European Commission (2018), public harm triggered by 

deception involves “threats to democratic processes as 

well as to public goods such as Union citizens’ health, en-

vironment or security. “ After the coronavirus outbreak 

started, the peril of mass spreading of deceptive con-

tent became apparent (Radu, 2020). The phenomenon 

Chapter 6
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famously referred to as “infodemic” showed its potential to “hamper an ef-

fective public health response and create confusion and distrust among people” 

(UN.ORG, 2021).

It is in the interest of state authorities to prevent the circulation of inaccu-

rate information among citizens without hindering freedom of expression. 

The main role in the dissemination of fake news is evidently played by so-

cial networking services and public expectations for action to this effect are 

communicated at the international level. But the production of controver-

sial content also happens “within a variegated “alternative” news ecosystem” 

increasingly dominated by hyperpartisan, anti-system and conspiracy news 

websites” (Štetka et al., 2021). In order to recognize the right strategy to 

prevent the negative effects of this information environment, it is important 

to recognize the owners, contributors, and business models of the online 

media outlets. 

This chapter describes the structural features of the disinformation scene 

in the Czech Republic and Slovakia and its key narratives that have influ-

enced the political debate. Both member states of the EU and NATO, the 

two countries share a significant part of history, as well as strong parallels 

in the development of their economic and media systems. Due to language 

similarities and a high share of the bilingual population, disinformation can 

spread freely across borders and online media outlets. Hence by studying 

the background of controversial websites operating in both languages we ef-

fectively cover the existing market and online space where the same actors 

can influence audiences from both states. 

Just before the pandemic, personal experience with disinformation-related 

issues in the region proved relatively weak. In the 2019 Eurobarometer, 

Czechs and Slovaks were surveyed as having less personal experience with 

fake news than the EU average. But a comparison with previous periods 

showed a clear trend upwards. In fact, Slovakia registered the second-highest 

rise in the share of citizens who often come across fabricated reports in me-

dia (Eurobarometer, 2019). Subsequent public-health concerns following the 
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pandemic outbreak changed the perspective on the role of the state in pre-

venting fake news distribution. Police and government officials sought to 

contest online content which encouraged virus denials and mass breaches 

of social distancing or other hygiene regulations. Intelligence services con-

tinued to monitor and report on major disinformation outlets which were 

presented externally as an alternative eco-system (BIS.cz, 2021). However, 

some national parliamentarians personally engaged with websites known 

for publishing manipulative articles (Špalková Krátka, 2021). 

Our objective in this chapter is threefold: apart from an empirical analysis of 

the structure and development of the Czech and Slovak “alternative” news 

online eco-system, we compare it with global disinformation tendencies af-

ter the break-out of Covid-19 pandemic. Secondly, we present the results 

of detailed research on transparency issues of websites with controversial 

content. Finally, we sum up some of the most recent strategies to counter 

disinformation. 

Challenge of detecting and categorizing disinformation 

The studies of disinformation and its threat to democracy grow in number 

and scope. Disinformation is defined as a sub-category of misinformation, 

i.e., inaccurate information which is produced intentionally; its function 

is to mislead people (Fallis, 2015). While the basic categories of “true” and 

“false” for evaluating any written statement appear as clear and straight-

forward, a growing body of empirical data demonstrates the use of several 

forms and formats of disinformation (Staender, Humprecht, 2021). 

Different categories of fake news have been identified in content analyses 

of online reporting. Brennen et at. (2020) demonstrate that reconfiguration 

of accurate and false claims and their context prevailed over completely 

fabricated statements on Covid-19 pandemic. Gregor and Mlejnková (2021) 

recognise similar trends in reports on polarizing events such as the EU mi-

gration crisis in 2016 and they list other frequent manipulation techniques 

apart from fabrication, such as blaming, labelling, and appealing to fear in 

their study of Czech disinformation websites.



Lies are all around but who are the liars? Addressing online  
disinformation platforms in the Czech Republic and Slovakia174

The alternative versus mainstream media landscape is also the subject of in-

tensive academic discourse. Data from 10 countries examined by Hameleers 

et al. (2022) describe the dynamics in the relation between mis-/disinforma-

tion and distrust in news media. Several authors investigate how alternative 

media position themselves against mainstream media and highlight criti-

cism of content and objectivity in both directions (Mayerhöffer, 2021; Wu, 

2021). Horne D. et al (2019) refer to a strong homogeneity of tightly formed 

communities across social media and to content sharing only with similar 

news sources while alternative and mainstream news media often report 

on the same events but with competing and counter-narratives. 

Regarding propaganda and disinformation campaigns, Starbird et al. (2018) 

point to empirical evidence of the Russian-government media apparatus 

with its political and military goals as being integrated into the alterna-

tive media ecosystem. Academic debate is also dedicated to questions of 

ideological polarization and its relation to specific characteristics of online 

communication, such as the effect of filter bubbles present on social media 

as the key instruments of amplification of fabricated news (Spohr, 2017).

Online disinformation eco-system in the Czech Republic and Slovakia 

Vulnerabilities of media systems in the region

The global financial crisis of 2008-2010 presented a crucial moment for 

media systems in Central Europe following their post-communist trans-

formation. As a result of the major economic downturn affecting the 

circulation and advertising expenditures of most commercial media outlets, 

a majority of foreign investors sold their assets in key publishing houses 

to local businessmen. Štetka (2015) refers to the period as the third media 

ownership transformation marked by de-globalization and oligarchization of 

the media sector. In the Czech Republic, the series of shifts started with the 

purchase of Mafra media group in 2013 by Andrej Babiš and his Agrofert, 

the third-largest business in the country (Vojtechovská, 2017). By late 

2020, Czech businessmen held control over all relevant local news media  
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(Štetka and Hajek, 2020). Similar patterns of “business parallelism” 

(Zielonka, 2015) characterised by local media moguls active in various busi-

nesses can be identified in Slovakia where the presence of foreign investors 

has been practically reduced to Ringier Axel Springer, a Swiss-German 

publisher (Dragomir 2020). Media concentration and a long-term lack of 

transparency in media ownership present a high risk for market plurality 

in the region (Sampor, 2021; Štetka, Hajek, 2021). 

The strong involvement of local oligarchs has been one of the factors behind 

an upsurge in public distrust in legacy media brands in both states. The 

2021 Digital News Report confirmed the fall in trust score for most of the 

surveyed brands in Slovakia – with overall trust in news by the domestic 

audience at 30 percent as compared to 36 percent in the Czech Republic 

where the trend mildly improved after several years of decline (Chlebcová 

Hečková and Smith, 2021; Štetka, 2021). The negative emotion associated 

with media ownership has been repeatedly nurtured by politicians. Up to 

2020 in Slovakia, mainstream media had a particularly problematic rela-

tionship with the then Prime Minister Robert Fico who titled journalists 

“Soros´ slaves” among other names (Kernová, 2020). His successor Igor 

Matovič followed suit shortly after taking office, implying that reports re-

flecting criticism against his government had been instructed by oligarchs 

owning the media companies (Mikušovič, 2020). In the Czech Republic, 

Babiš moved from business to politics in 2017 but maintained control over 

newspapers he owned which had prompted numerous journalists to leave 

their jobs out of concerns for their professional integrity and encouraged 

a public discourse on the ethical and economic crisis in Czech journalism 

(Hájek et al., 2015). At the same time, several cases of direct attempts at 

influencing journalists and their reporting by political and business actors 

had been exposed in the region (Petková, 2017). 

The concentration issues and oligarch-dominated ownership of established 

media brands have been also fully exploited by “alternative media” in the 

region. The network of print outlets and fringe websites had emerged pri-

marily in reaction to the pro-European and pro-NATO narratives embraced 
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by mainstream media following the enlargement of both international or-

ganisations to Central Europe. The key part of alternative media provides 

a platform for extremist groups and opinions, promoters of conspiracy the-

ories, as well as advocates of anti-system measures and anti-democratic 

regimes, mainly in Russia and China. Combined with outlets related to pub-

lic health issues, such as anti-vaccination and the Covid-19 pandemic, these 

sites constituted the core of the disinformation eco-system in the region 

(Klingová, 2021). However, apart from merely ideological and propagandist 

objectives, economic interests also played an important role: according to a 

conservative estimate, 76 million US dollars in ad revenues flow each year 

to disinformation sites in Europe, with Google supporting the largest num-

ber of disinformation domains, mostly via Google ads (GDI, 2020). 

Disinformation campaigns and their prominent subjects 

A growing body of research is dedicated to the phenomenon of “hybrid 

war” as represented by communication strategies between Russia and 

pro-Kremlin actors (Galeotti 2019; Charap 2015). Central Europe is con-

sidered a “laboratory” for testing and modifying Moscow ś disinformation 

campaigns (Sultanescu, 2019, p. 77). Clear evidence of “master narratives” 

concerning political and economic weaknesses of the European Union and 

Western liberal ideology can be identified in various forms and adapted to 

concrete events and situations in individual countries (Levinger, 2018). In 

Slovakia, several alternative websites which are currently considered as 

part of disinformation mediascape originally enjoyed broader support by 

conservative groups and pro-life organisations; they were esteemed for ad-

vocating traditional cultural values. These online platforms emphasised the 

same supportive attitude towards Russian President Vladimir Putin and his 

criticism of modern liberal ideology. The narrative resonated mainly during 

the political debates before and immediately after the referendum related to 

the rights of the LGBT community in 2015, and in a series of unsuccessful 

attempts at the ratification of the Istanbul Convention on preventing and 

combating violence against women in Slovakia (Gabrižová, 2019). 
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The same “alternative news” eco-system in both Slovakia and the Czech 

Republic produced misleading online content on the migration crisis and 

influx of Muslims in 2016 which got amplified via polarizing discussions on 

social networking sites (Šuplata and Nič, 2016). Finally, during the corona 

crisis of 2021 new websites focusing solely on public health issues emerged 

and contributed to the disinformation network with the same manipulation 

techniques: reconfigurations of texts produced by established media, for-

eign video translations, references to professionals from unrelated areas 

of expertise in order to increase the trust of readers, and interlinking of 

the content addressed at pro-Russian and anti-vaccination/Covid-19 doubt-

ers (European values, 2021). State security agencies confirmed the existing 

links between actors behind platforms with manipulative content and pro-

test movements against social distancing and hygiene regulations. “The 

Covid-19 pandemic can simply be described as the perfect black swan of intelli-

gence operations,” the Czech Security Information Service summed up in its 

2020 report with a detailed description of threats to the democratic basis of 

the Czech state (BIS.cz, 2021, p. 9). 

Given that mainstream media debunk fake news and expose the players 

behind alternative platforms, legacy brands have become targeted and ver-

bally attacked by disinformation outlets and their discreditation campaigns 

in both countries. Cross-border media reports such as the Pandora Papers 

exposed by the International Consortium of Investigative Journalists are 

also presented as a directed operation aiming to damage the Czech sov-

ereignty by the EU, Washington or George Soros, and the Open Society 

Foundation (Šefčíková, 2022). On the other hand, politicians engage with 

websites from alternative eco-system in different ways. While the major 

part of the political spectrum in both countries warned citizens against 

propagandist and untrue reports, mainly on issues related to Covid-19 and 

Russia or China, the political parties and their members facing criticism 

by mainstream media would resort to alternative outlets to address their 

audiences. In several cases, politicians or officials in government positions 

refused to communicate with legacy newspaper brands or public media and 

replied to alternative media outlets instead (Šnídl, 2018).
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Databases of disinformation websites

The rise in the volume of fabricated and manipulated content has attract-

ed interest in fact-checking and investigating sources of fake news. One of 

the first coordinated initiatives across the region originated in the area of 

advertising, with a clear motivation to disrupt the business model of untrust-

worthy online outlets. Even more importantly, the project aimed to protect 

companies from potentially harmful linking of their brands with controver-

sial content on the internet. In 2016, a group of scholars, journalists, and 

marketing specialists set up a database titled “conspirators” (Konspiratori.

sk). The scheme originally listed 38 websites operating in Slovakia and in 

the Czech Republic. 

The public database is presented by its authors as summarising platforms of 

“unserious, deceptive, fraudulent, conspiracy and propagandistic content” 

and it is the most numerous database in the region, currently listing 246 on-

line media outlets (Konspiratori.sk, 2022). Other similar projects founded 

by journalists and think tanks in the Czech Republic provide less numerous 

databases (with up to 60 online sites) but they overlap with Konspiratori.

sk list and focus on the most influential actors in the Czech market. The 

terminology referring to the outlets differs from “disinformation websites” 

to “conspirator and anti-system websites” with minor differences in catego-

rization applied by different projects (Štetka et al., 2020). 

In order to achieve higher impact and engagement of articles on social me-

dia, producers of content on the listed websites use some of the time-proven 

tactics, such as copying features of established online media and news web-

sites; mixing commentary with news from subscribed news agency services; 

providing web design similar to established online news outlets; presenting 

their reports as investigative journalism without identifying real authors; 

providing content produced by translating articles from non-journalistic 

sources; sharing the same texts across the web (Hacek, 2020). 

Apart from promoting a political agenda, some of the listed websites fo-

cus on health and healthy lifestyle, arms and defence, or religious issues. 
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In a separate analysis of controversial websites with the highest impact, 

Syrovatka et al. (2020) proposed a four-fold classification based on the 

prevalent topics of content and motivation of providers: 1. Esoteric and 

2. Preachers (ideology-oriented providers, the most convinced of their 

truth); 3. Healers (websites focusing on lifestyle and health issues); and 4. 

Businessmen (current-affairs fake news produced for profits). 

Transparency issues of disinformation websites 

Various databases of controversial websites are based on varied criteria: 

while some are exclusively dedicated to pro-Russian propaganda, the 

Konspiratori.sk works with a set of five criteria: 1. Scientifically unprov-

en, charlatan health – and lifestyle-related content; 2. Hoax, fake news, 

manipulated content; 3. Conspiracy theories and delusions with negative 

political, economic, or health-related consequences; 4. Vulgarisms, promot-

ing violence and extremism, aggressive language, and defamation towards 

religious and ethnic groups; 5. Breach of basic journalistic values and 

standards – no corrections or information on authors of articles, and or-

ganizational and financial structures of online media outlets are published 

(Konspiratori.sk, 2022).

Websites that can qualify for at least one of the above-listed criteria are 

included in the database. The online providers of controversial content are 

reported to the non-profit organisation behind the Konspiratori.sk project 

by members of the wide public, with a monthly average of 30-50 websites 

notified (Konspiratori.sk, 2020). The board of independent experts proceeds 

to scrutinise websites based on the selected criteria. Interestingly, actors 

behind this initiative have been forced to take several items off the list due 

to preliminary court orders, as their online providers opposed vigorously 

their inclusion in the database (Kernová, 2020). 

For our study on providers of controversial online content, we focused on the 

issue of transparency in ownership and authorship as one of the attributes 

Konspiratori.sk uses when evaluating suspicious websites. We collected data 
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based on the terms valid in the period between March 2020 and February 

2021. The database contained 204 websites (N = 204) in Czech (49.6%) and 

Slovak language (44.9%). Some webpages have meanwhile ceased to exist (N 

= 12) which may signal that they had been created for a particular purpose, 

e.g., before the parliamentary elections. The same applies to websites (N = 

17) that were sold to a different provider after they had completed their mis-

sion. The rest of them consisted of non-updated websites (N = 38). 

In order to research ownership of untrustworthy sites, we analysed contact 

information to identify their individual representatives (e.g., contact person, 

editorial board) and publishing house or website operator. The website op-

erator can be represented by a) a limited liability company, b) a civil-law 

association, c) a non-governmental and non-profit organization, d) an un-

known person, e) a private person f) a self-employed person. On the issue of 

financial income – apart from calls for support published on the websites, 

we studied their web advertising and e-shop facilities. 

The data presented here underline our previous observations about the an-

onymity of researched websites (Hacek, 2020). Most of the outlets (56.2%) 

have only impersonal contact – an email address without additional per-

sonal information or information about the website provider. Furthermore, 

20.4% of websites do not provide any contact. Only 23.4% of the portals 

have standard contact information. As we expected, most of the websites 

with controversial content are almost anonymous. Only journalists work-

ing with open sources can discover the history of their ownership through 

public registers, e.g., when a website provider applies for financial support 

(remittance tax).

Very similar data arise in connection with the variable of authorship of con-

tent. Almost half of the published texts come from unknown authors (49%) 

and 16% of the researched websites published their content partially anony-

mous. Regarding anonymous content, some of the examined texts are only 

signed by nicknames. 
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Figure 1: Contact information of the researched websites

contact information N %

contact 32 23,4

only unpersonal contact 77 56,2

no contact 28 20,4

Figure 2: Authorship of published content on the researched websites

authorship of content N %

author 48 35

unknown author 67 49

irregularly 22 16

Open data analysis shows that the largest group (52%) of selected websites 

are provided by completely unknown providers. Civil-law associations 

provide 19% of the researched websites, followed by limited liability com-

panies (14.6%), private persons (11.5%), non-profit organizations (2.2%), and 

self-employed persons (0.7%). 

Figure 3: Type of the website provider of the researched websites

Type of website provider N %

civil-law association 26 19

limited liability company 20 14,6

non-profit organization 3 2,2

private person 16 11,5

self-employed person 1 0,7

unknown person 71 52

Website advertising was present in 54 percent of researched online plat-

forms but a set of other types of financial support requested by readers 

could be identified, mainly calls for support to the web provider account 

(37.2%), followed by a combination of account and remittance tax support 
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possibilities (5.1%). Some websites offered readers a kind of paid member-

ship (4.4 %) and 1.5% of providers asked for a remittance tax. On the other 

hand, more than half of the websites have no financial support (51.8%) and 

we can observe also a minority of websites (3.8%) with transparent accounts.

Figure 4: Type of the request for financial support 

Request for financial support N %

remittance tax 2 1,5

support to account 51 37,2

remittance tax + account 7 5,1

no support 71 51,8

membership fees 6 4,4

As there are a variety of financial profits for the researched websites, in this 

study, we also focused on the conditions for placing banner ads. As has been 

mentioned, the project Konspiratori.sk was created with the objective to 

present a reference for online marketing. Since its introduction, only 54% of 

websites with controversial content have advertising while 16.8% provided 

e-shops. The declaration of independence was provided for 34.3 % of web-

sites, as part of contact information.

Figure 5: The website advertising on the researched websites

web advertising N %

yes 74 54

no 63 46

Figure 6: The website provides an e-shop

e-shop N %

Yes 23 16,8

No 114 83,2
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Figure 7: The website declares its independence

Declaration of independence N %

yes 47 34,3

no 90 65,7

As can be seen from our analysis, the network of online media outlets pro-

ducing controversial and untrustworthy content in the Czech Republic and 

Slovakia is characterised by insufficient transparency regarding the real au-

thors of published articles, as well as the financial background and business 

activities of their owners. Given that one of the frequent arguments against 

mainstream media by their staunch critics among politicians or from the 

alternative media environment is the presumed influence by local oligarchs 

and foreign investors over news reporting and the content of legacy brands, 

it is equally significant to stress this evidence of financial grey zone behind 

alternative and disinformation platforms.

Conclusion: fake news detection as a policy instrument 

Various methods of detecting false content are examined by a growing body 

of research (Porter and Wood, 2021; Margolin, Hannak and Weber 2018; 

Amazeen, 2017). Overall, fact-checking is regarded by policymakers as 

a key element of a successful multidimensional approach to limiting the 

spread and influence of online disinformation (HLEP, 2018). In the Czech 

Republic and Slovakia, legacy media do not necessarily have full sections 

dedicated to debunking fake news but they monitor and report on the most 

blatant and harmful cases massively distributed on social networks. The 

collected information is presented as databases of untrue statements by 

local politicians or in form of numerous news articles in print and online 

media (Echo24.cz, 2022). 

Transparency issues of media outlets spreading propaganda and disinfor-

mation are a frequent subject of reports by investigative journalists. In the 

Czech Republic, a team of newspaper and public TV reporters revealed the 
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owner and only contributor to the third most popular website spreading 

pro-Russian propaganda (ČT24.ceskatelevize.cz, 2020). Investigative report-

ers also exposed financial links and cooperation between ultra-conservative 

religious groups in central Europe and their online outlets, including sever-

al based in Slovakia (Dauksza et al., 2020). 

Interestingly, citizens in both countries are more likely to say that the me-

dia itself should be responsible for combating disinformation than is the 

average sentiment in the EU; Czechs alone were surveyed as the most 

reluctant to have public authorities in charge of counter-disinformation 

action (Eurobarometer, 2020). However, formal measures had been tak-

en on many levels of state and government administration in the region: 

the Czech police set up a special unit called “Centre against Terrorism and 

Hybrid Threats” in 2017; the Slovak police followed with a special section to 

monitor disinformation and hate speech in 2018 and later added a special 

social media site to debunking hoaxes (Pavleska et al., 2018). During the 

corona epidemic, police experts on propaganda and mis-/disinformation in-

creasingly turned directly to social media and posted corrections in order to 

prevent the amplification of false stories (Minv.sk, 2018). Finally, the Slovak 

police listed a number of Facebook profiles and sites frequently used for 

spreading hoaxes, in a similar manner as the databases of disinformation 

websites drawn up and operated by non-state actors. 

The most serious crackdown on actors from the alternative and disin-

formation eco-system up to date has been connected with hate speech 

and propaganda. Following the criminal investigation into Patriot paper 

(Vlastenecke noviny), the Czech online site was ordered a closure and its 

owner Radek Velička was charged with four offences including hate in-

citement (BIS.cz, 2021). The most severe move by the European Union as 

a whole followed after the outbreak of the military invasion of Russia to 

Ukraine in February 2022 as several broadcasting and online media gener-

ally acknowledged as platforms of Russian propaganda had been blocked. 

Even prior to the EU action, the Czech provider of the national domain in 
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coordination with the Czech government acted to block eight disinforma-

tion websites on the list of pro-Kremlin outlets for state security reasons 

(Echo24.cz, 2022). Similarly in Slovakia, the National Security Authority 

blocked providers of harmful online content following extraordinary legis-

lation adopted by the Slovak parliament (Mikušovič, 2022). These measures 

– both on national and pan-European level – had been adopted in fast-track 

procedures and prompted a continuing public debate on various legal, 

transparency, and freedom of speech-related aspects. Therefore, the conse-

quences of the legislative action remain a question for future research. At 

the same time, it will be useful to study whether those decisions had really 

achieved a reduction of the fake news circulating online and subsequently 

also a diminished polarization and hate speech in each country. Or com-

ing back to the initial metaphor of the fake-news-street lamp in Prague, we 

shall see if our minds and judgment are clearer without the blurring effect 

of untruthful content spreading from those blocked media outlets. 
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TECHNOLOGIES AND FACT-CHECKING:  
A SOCIOTECHNICAL MAPPING 
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& Steen Steensen

Scholars, publishers, authorities, fact-checkers, the 

public, and other stakeholders have growing concerns 

about an “information disorder”, fueled by digital me-

dia technologies and platforms (Wardle, 2018). Social 

media platforms often rely on data-fueled revenue 

models based on selling users’ personal data and pro-

files as commodities to advertisers. Misinformation, 

as used throughout this chapter, refers to information 

that is false, inaccurate, or misleading, whether unin-

tentional or produced for political and financial gain 

(Wardle & Derakhshan, 2017). Widespread availability 

of digital technologies has enabled actors, from laymen 

to governments, to produce misinformation, taking 

potential form as texts, videos, images, and/or audio. 

Misinformation is a multidimensional problem with nu-

merous stakeholders. One response to concerns about 

information disorder has come in the form of increased 

attention to, resources for, and activity from fact-check-

ing organizations. We approach fact-checking as a 

problem-solving practice, with fact-checkers searching 

for relevant and credible information that can be used 

to verify or debunk claims and other pieces of content. 

Fact-checking is also a sociotechnical practice insofar as 

using technology is a prerequisite for solving problems, 

such as verifying the authenticity of an image or the lo-

cation of an event. Notwithstanding this, to date there 

is limited knowledge about this emerging landscape of 
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digital tools and systems associated with fact-checking. This chapter ad-

dresses that void through a systematic mapping of such technologies. 

Organizations dedicated to what is called “external” or ex post fact-checking 

(to distinguish from internal, a priori verification within newsrooms) first 

emerged in the US, with staff members devoted to checking truth claims 

made by political actors (Graves, 2016, 2018). As the movement has grown 

to global proportions, fact-checkers have developed professional standards 

and mobilized into an international association called the International Fact 

Checking Network (IFCN), based in the US (Graves, 2016). Amid growing 

concerns about information disorder since 2016, the primary focus of many 

fact-checking organizations has shifted to target viral online misinforma-

tion; these fact-checkers often target conspiracy theories and fake media, 

rather than focusing on the more ‘traditional’ political claims (Graves & 

Mantzarlis, 2020). The fact-checks produced have recently been brought 

into fact-checking infrastructures managed by Poynter and Google, respec-

tively. A recent study found that most fact-checkers contribute to Poynter, 

for which 43% of fact-checks originate from Facebook, compared to 16% 

for the Google infrastructure. There are also significant differences when 

it comes to the geographic regions from which the fact-checkers operate 

(Nissen et. al. 2022). 

Concerns about misinformation—spurring such previously described 

changes in fact-checking practices and the field—have also given rise to a 

related array of digital technologies designed—or appropriated—to fight 

misinformation. Technology and platform companies have continuously 

advanced tools and systems with functionalities for solving specific tasks 

relating to problems of misinformation. Other actors involved in combat-

ing misinformation—journalists, fact-checkers, technologists in journalistic 

institutions, governmental authorities, NGOs, platform and tech compa-

nies—also use a diverse set of technologies in their efforts to identify and 

fight misinformation (see Graves & Anderson, 2020). Some digital technol-

ogies are open-source and can be used freely by various actors, such as 

fact-checkers, as they see fit. Other technologies are owned and controlled 
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by commercial companies requiring a subscription plan or participation 

in a contracted partnership. Scholars have witnessed how a diverse set 

of stakeholders mobilize to fight misinformation, as no social actor can 

single-handedly manage this challenge (e.g., Belair-Gagnon et al., 2022; 

Tully et al., 2021). 

The development of emerging technologies has been fueled by a growing 

anti-misinformation industry or sector, spanning technology firms, univer-

sities, news organizations, policymakers, and other stakeholders. Platform 

companies such as Meta, TikTok, and Twitter have entered partnerships 

with fact-checking organizations, providing financial remuneration but 

also new technological tools and systems. Other networks of partnership 

and innovation include triple-helix collaborations through EU funded con-

sortiums. In 2021 the European Commission granted more than 11 million 

euros to eight networked hubs of academics, fact-checkers, tech companies 

and other partners connected to the European Digital Media Observatory 

(EDMO). Each hub will work towards detecting and analyzing disinforma-

tion campaigns, organizing media literacy activities, and offering support 

to authorities.

Ultimately, the fight against misinformation involves both social actors 

and digital technologies, as well as a diverse set of institutions. Digital de-

velopments enable, and require, new approaches to the critical evaluation 

of sources and information. This chapter thus draws on a sociotechnical 

framework that enables analysis of the interrelationships between humans 

and technology (Lewis & Westlund, 2015). Technological infrastructures, 

systems and tools available may become integral for fact-checking activi-

ties. Importantly, with such great diversity in technologies this means that 

fact-checkers do not necessarily appropriate each distinct technology, nor 

do these technologies determine how they will be used. 

This chapter develops a mapping of digital technologies associated with 

fact-checking. Utilizing a sociotechnical framework, we focus on technolo-

gies relevant for different fact-checking activities in three broad stages that 
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span multiple actors and audiences. Employing this lens of stages allows us 

to identify and discuss available digital technologies (technological actants) 

through which we decipher and discuss interrelationships with social actors 

and audiences. This chapter thus advances knowledge around the sociotech-

nical infrastructures available to and potentially used in fact-checking—that 

is, digital technologies that carry affordances for fact-checkers. We car-

ried out a systematic mapping from fall 2020 to spring 2022, identifying 

the digital technologies through multiple publicly available lists, as well as 

from fact-checkers, journalists and so forth via our own international in-

terview study (see method section). This chapter also integrates discussion 

of relevant research and industry reports with our mapping, synthesiz-

ing state-of-the-art knowledge about ongoing developments from multiple 

fields. In 2022, the EU-funded NORDIS project published a brief mapping of 

fact-checking technologies in Europe and the US, focusing mostly on visual 

content verification, and generating a list of technologies among which many 

are not included in ours (Lindén et al., 2022). That mapping, just like ours, 

approaches technology as an enabler and constituent part of fact-checking 

practices rather than being an end-to-end solution. This chapter offers fur-

ther added value through its international approach to the mapping, but also 

through its sociotechnical approach involving both inductive and deductive 

analysis. Utilizing a complementary research design, we analyzed and clas-

sified these technologies both deductively and inductively (DeCarlo, 2018). 

The overall classification deductively draws on earlier works suggesting 

fact-checking consists of three main stages: I) identification, II) verifica-

tion and III) distribution (Graves, 2018; Nakov et al., 2021). Graves (2018) 

describes the identification stage as encompassing activities such as moni-

toring the media and political sources, identifying factual statements, and 

prioritizing claims to check. He discusses the verification stage in terms of 

involving checking against existing fact-checks and authoritative sources. 

Finally, the distribution stage entails flagging repeated falsehoods, publish-

ing fact-checks, and providing contextual data Graves (2018). These three 

stages serve as a lens for structuring our systematic mapping. We find a 

concentration of technologies focusing on the identification stage, similarly 

https://www.zotero.org/google-docs/?broken=doXvae
https://www.zotero.org/google-docs/?broken=t2cBbt
https://www.zotero.org/google-docs/?broken=nR6AbY
https://www.zotero.org/google-docs/?broken=6gTzPF


Oscar Westlund, Rebekah Larsen, Lucas Graves,  
Lasha Kavtaradze & Steen Steensen 197

to findings in the abovementioned recent mapping by Lindén et al. (2022) 

about automated technologies (e.g., artificial intelligence, natural language 

process, and machine learning). Within each of these stages we decided to 

inductively construct sub-categories based on available technologies, how 

these can be used, and their key affordances. For each subcategory we also 

describe in detail a selection of available technologies.

What follows is first a description of the sociotechnical, analytical frame-

work employed in this systematic mapping. This framework guided and 

informed our inquiries and analysis of the roles played by human social ac-

tors, technological actants, and audiences for different digital technologies 

(e.g., Lewis & Westlund, 2015). Then follows a concise review of contem-

porary, relevant literature around digital technologies and fact-checking. 

Thereafter we turn to an analytical and case-based mapping of digital 

technologies associated with fact-checking, structured by the stages and 

subcategories briefly introduced above. 

Sociotechnical Framework 

Scholars in digital journalism and/or disinformation studies have situat-

ed misinformation, fake news, and online falsehoods as sociotechnical 

problems, involving multiple human and social processes by actors and 

audiences, as well as digital technologies and infrastructures (e.g., Bakir 

& McStay, 2018; Creech, 2020; Lien et al., 2021). While the fact-checking 

movement largely grew out of journalism as a cultural and epistemic prac-

tice (Graves, 2016), it has increasingly become integrated with large-scale 

technological systems (Himma-Kadakas & Ojamets, 2022). Throughout 

the 2010s, numerous (digital) journalism studies scholars have developed 

analyses that focus not only on human agency, but also digital technologies 

and their materiality (e.g., Domingo et al., 2015; Primo & Zago, 2015). We 

find a sociotechnical approach—explicitly examining both the human and 

non-human—useful in studying digital technologies, particularly in a me-

diascape marked by powerful platforms with large user bases. Platforms 

have been studied extensively with different approaches, such as within 
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infrastructure and platform studies (Plantin et al., 2018), and increasing-

ly also within digital journalism studies (Nielsen & Ganter, 2018; Steensen 

& Westlund, 2021). 

We conceive of platforms as sociotechnical infrastructures that have the 

power and algorithmic capacity to perform numerous activities and medi-

ate the flows of information and communication for the public (e.g., Nieborg 

& Poell, 2018). Google (Alphabet) has built its platform and infrastructure on 

the open web, whereas Facebook (Meta) and Apple have developed propri-

etary ecosystems (e.g., van der Vlist & Helmond, 2021). One way platform 

companies exert power is by being digital intermediaries to the public, as 

their digital materiality (including openness vs. proprietary boundaries) 

sets conditions for how other institutions (e.g., publishers and fact-check-

ers) can function (Chua & Westlund, 2022; Lien et al., 2021; Nielsen & 

Ganter, 2018; Steensen & Westlund, 2021). For example, the algorithmic 

operations of Facebook’s feed, utilizing machine learning models, directs 

what content is made visible to different users. Facebook feeds fact-check-

ers with content to check; these fact-checkers then decide, based on their 

own criteria’, what is worth fact-checking. If fact-checks are carried out, the 

fact-checkers can report false claims in articles and this becomes an input 

into the Facebook algorithms, which in turn reduces user exposure to the 

original article. Moreover, Facebook can display misinformation labels and 

popup messages alerting users who are about to share false-rated content. 

Lien, Lee & Tandoc (2021) discuss how platform companies have become 

“prime breeding ground for online falsehoods” because of sociotechnical af-

fordances such as the widespread use, ease of sharing, and their (relatively) 

limited in-house content-related gatekeepers.

Sociotechnical infrastructures consist of digital materiality carrying a set of 

affordances that essentially condition (or allow/permit) what is possible to 

do with a technology or platform. Yet these affordances do not necessarily 

determine how platforms or technologies are used. Affordance theory, as 

first introduced by Gibson (1977), stresses how a specific materiality car-

ries both opportunities and constraints, with which users can engage in 
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different ways. Affordance theory has been used by scholars analyzing con-

temporary digital platforms and their diverging materiality when it comes to 

communication practices being enabled and restricted (e.g., Schrock, 2015). 

For example, scholars have examined how this influences the spread of con-

spiracy theories (Theocharis et al., 2021). The affordances approach draws 

attention to how technologies and platforms interrelate with humans in 

sociotechnical infrastructures. Molina and Sundar (2019) are among schol-

ars addressing the role of affordances for different media and platforms in 

the context of misinformation and journalists. They enumerate specific af-

fordances of technologies used in modern journalistic practice—modality, 

agency, interactivity, and navigability—and the concomitant cautions that 

journalists should take when presented with these ‘action possibilities.’

This chapter focuses on the affordances of technologies associated with 

fact-checking; these can be understood as non-human technological mate-

rialities potentially interwoven with human practices. Thus, an underlying 

question behind this research is: how do the activities and agency of humans 

– professional social actors as well as diverse assemblages of audiences/us-

ers – intersect with technologies associated with, and having agency for, 

fact-checking? The sociotechnical theoretical foundation we draw upon in 

answering this question (in conjunction with affordance theory) is the four 

A’s framework, consisting of social actors, technological actants, audiences, 

and activities (Lewis & Westlund, 2015). The four A’s grew out of an emerg-

ing sociotechnical research tradition in (digital) journalism studies that 

focuses on the interrelationships between humans and technology. The four 

A’s sought to recognize the role of diverse social actors (not only journalists 

and editors), and the emerging roles and agency of technology per se rather 

than treating it only as something which journalists use or not. Thus, this 

article first and foremost focuses on the digital technologies (i.e., technolog-

ical actants), and their interrelationships with activities by way of the three 

general stages of fact-checking. Moreover, we analyze the myriad entangle-

ments of such digital technologies (including platforms, tools, systems, and 

algorithms), numerous social actors, and diverse assemblages of audiences.

https://www.zotero.org/google-docs/?broken=iZy9lZ
https://www.zotero.org/google-docs/?broken=O4aTbP
https://www.zotero.org/google-docs/?broken=ew17Hk
https://www.zotero.org/google-docs/?broken=FqxEcj


Technologies and fact-checking: a sociotechnical mapping200

Ultimately, social actors inscribe agency and affordances into digital tech-

nologies (the technological actants) associated with fact-checking. These in 

turn shape sociotechnical infrastructures by setting conditions for what ac-

tors and audiences can do with the technologies, including but not limited to 

activities associated with misinformation and fact-checking. By deductive-

ly applying a lens of the three stages of fact-checking practices, we assess 

types of technologies associated with fact-checking as sociotechnical infra-

structures. We then explore and analyze specific technologies, inductively 

classifying them into meaningful subcategories based on the activities they 

enable. Within this categorization, we also discuss related forms of agency 

between the different actors, actants, and audiences. 

Research into digital technology and fact-checking 

Research into the intersection of digital technologies and fact-checking 

remains a nascent field, especially around institutional actors such as 

fact-checkers, publishers and platforms, although there are recent notable ex-

ceptions (Belair-Gagnon et al., 2022; Horowitz et al., 2022; Lien et al., 2022). 

Collaborations and partnerships have developed between fact-checking or-

ganizations and other social actors, many of which are tech- or platform 

companies (Authors, in review). Following the 2016 US presidential elec-

tion, Facebook rolled out a partnership programme for fact-checking. 

Working with independent fact-checkers across all continents, Facebook 

provides financial remuneration and ad hoc technological tools and systems 

to fact-checkers. In recent years, TikTok, Twitter, and WhatsApp have also 

developed partnership programmes, and Google (Alphabet) offers databas-

es, advanced search tools, training programmes and project funding via the 

Google News Initiative. Graves and Anderson (2020) detail a collaboration 

with Google to produce a data standard, ClaimReview, which makes fact-

checks legible to algorithms and has been embraced by almost all leading 

fact-checkers, as well as Facebook and multiple search engines. 

Broadly speaking, platform and tech companies, with their technological 

infrastructures and tools, have arguably helped shape fact-checking as a 
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field. This includes influencing fact-checker practices around identification, 

verification, and distribution of (mis)information. For instance, one study by 

Guo et al. (2022) focuses on platform-influenced “misinformation detection” 

methods (MID) in relation to identification. While technological infra-

structures can be used for advancing misinformation identification, there 

certainly are limits. For instance, a report by UK fact checker Full Fact 

discusses how fact-checkers find the tool provided by the Facebook part-

nership too cluttered with non-checkable content; this technical issue also 

speaks to larger problems around the volume and virality of misinformation 

(Full Fact, 2019; see also Full Fact, 2020). While there is some relevant com-

puter science work on technologies of misinformation identification (Guo et 

al., 2022), there is limited research in the fields of communication and jour-

nalism studies (exceptions include Hassan et al., 2015; Teyssou et al., 2017).

Other studies have focused on different sociotechnical connections between 

actors, actants, activities, audiences. For example, Hassan et al. (2015) fo-

cus on how fact-checkers use technology to relate to audiences. In another 

example, Nakov et al. (2021) highlighted the intelligent technologies that 

support human experts in different fact-checking steps: 1) identifying claims 

for fact-checking; 2) detecting previous fact-checked claims; and 3) retriev-

ing evidence to verify a claim (see also Karadzhov et al., 2017). Platform 

companies such as Facebook employ artificial intelligence to assist with hu-

man content moderation, including within partnerships with fact-checkers 

(Iosifidis & Nicoli, 2020). Finally, multiple studies have reported on com-

panies working on technologies enabling automated fact-checking (AFC) 

(Graves, 2018; Hassan et al., 2015). Assessing the veracity of a claim can be 

automated at different stages, including a) identifying check-worthy factual 

claims, b) matching claims to the existing credible sources, and c) ascribing 

them veracity value (Saquete et al., 2020). As a sociotechnical phenomenon, 

AFC is in a nascent phase, though researchers agree that the goal of AFC 

is to assist actors with manual fact-checking (Thorne & Vlachos, 2018). In 

another example of sociotechnical connections, a pioneering study by Lien 

et. al (2021) assessed and analyzed public statements and press releases by 

a selection of platform companies (Meta, Alphabet and Twitter), discussing 
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these as aimed at image repair, with platforms trying to claim social re-

sponsibility via sociotechnical efforts. The platforms funded media literacy 

efforts and supported fact-checking programs (Lien et al., 2021). Platforms 

must navigate challenges of freedom of expression vis-à-vis content moder-

ation; this is an area in which platforms have controversially claimed they 

are neutral content hosts, rather than publishers with responsibility toward 

content (e.g., Gillespie, 2018; Napoli, 2020). 

Approach, method, and material 

Fact-checkers can be understood as specialized professionals, sharing fun-

damentally similar skills and are expected to approach misinformation in 

similar ways. Fact-checking practices are linked to a multitude of digital 

technologies, including relatively general and mundane technologies (e.g., 

e-mail, phone, and common word processing software). For example, given 

significant coordination in their work (similarly to traditional journalists), 

fact-checkers also often use general digital collaboration tools such as Slack 

or Teams (Koivula et al., 2020). Around collaboration, fact-checkers also use 

more specialized technologies such as AirTable, Chequeo Colectivo and Truly 

Media Workbench. 

While our research acknowledges a multitude of technologies, our map-

ping is structured around more specific technologies associated with 

fact-checking (including those created for other purposes but that can be 

used for fact-checking problems). As stated in the introduction, we draw on 

previous research distinguishing three key stages for fact-checking practic-

es: 1) identification, 2) verification, and 3) distribution (Graves, 2018; Nakov 

et al., 2021; c.f. four stages by Vlachos & Riedel, 2014). This chapter applies 

these three stages as a deductive framework for the first analytical step in 

mapping technologies. These stages cover most types of fact-checking work, 

and in practice may overlap; for instance, identification of potentially false 

content may require initial verification work. Some technologies serve only 

one stage whereas others address several, in some cases without human 

intervention. For example, Nakov et al. (2021) discuss how the tool Squash 
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(developed by Duke Reporters’ Lab) can capture audio, transcribe it into text 

to identify claims to check, and then find and compare results to existing 

fact-checks. The mapping includes other end-to-end solutions, such as the 

InVid platform developed by WeVerify. Accessed as a browser plugin, InVID 

offers multiple tools, such as a reverse image search, a metadata extrac-

tor for visual contents, a keyframe extractor for videos, and an advanced 

Twitter search. Other examples include: a) InfoFinder, which functions as a 

data-oriented helpdesk through which fact-checkers can get help with col-

lecting and verifying data; and b) the so-called engagement management 

systems and community management systems by Hearken. 

We carried out a systematic review of multiple data sources, both prima-

ry and secondary, collected from 2020-2022. They encompass a multitude 

of digital technologies made available on the market, on an open-source 

basis, or via partnership agreements. In the first phase of research, the 

mapping was systematically populated via technologies mentioned in the 

context of fact-checking in industry reports, trade press, databases of tools, 

fact-checking conferences, scholarly literature, and interviews for an on-

going research project. Two of these data sources have been especially 

important. First, tools were identified from primary data, obtained dur-

ing an international interview study of over 50 fact-checkers, journalists, 

and technologists working with them. Conducted by the authors between 

2020-2021, these interviews included questions around tools and resourc-

es in combating misinformation and interrelated cross-sector partnerships 

(Authors, in review). Second, the mapping was populated with existing lists 

of digital tools from open-source investigation projects. This includes lists 

from projects in academia and human rights (Bellingcat and the University 

of Cambridge’s Whistle project) as well as material curated by investiga-

tive journalists such as BuzzFeed’s verification expert Craig Silverman. Our 

mapping thus represents a current snapshot of what digital technologies 

are relatively available for fact-checking practices. These technologies are 

used/developed by fact-checking or related organizations, or developers 

make explicit references to fact-checkers or journalists as end-users. 
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The resultant mapping comprises a total of 136 digital technologies. We chart-

ed each with descriptive information, including various affordances (e.g., 

functions for text and media content), languages available, and any indica-

tion of usage (e.g., information from companies about customer/user base). 

It also includes information on the ongoing development and provenance 

of the technology—its funding/ownership, the organization(s) involved, and 

its stated original and eventual aims. For our mapping of digital technolo-

gies relevant for fact-checking practices, we have predominantly relied on 

discourse and descriptions from website information, industry press and 

reports, and by interviewees. When possible, one or several members of 

the research team would engage more with a particular tool (e.g., partici-

pating in tool training, testing out interfaces) to develop more familiarity 

with the technical possibilities and constraints. (Future research for this 

project includes a more systematic interface analysis, or ‘technography’, of 

technologies identified in the mapping.) Obviously, there is a continuous de-

velopment of emerging technologies relevant for mappings like ours, with 

some technologies also being discontinued. Thus, we stress that our map-

ping is not exhaustive on the level of individual technologies; we argue that 

our snapshot analysis yields meaningful findings and analytical categories 

for longer-term conceptualization. 

In the second phase, we analyzed the identified technologies in two interre-

lated steps. First, we deductively relied on the three fact-checking stages as 

our lens for systematic mapping and analysis. We first categorized all tech-

nologies based on their affordances relevant to identification, verification, 

and dissemination. (Some technologies occupied multiple categories; i.e.,  

as some technologies are end-to-end services, they can fit in each stage.) 

Second, we inductively thematized the material for each stage into mean-

ingful subcategories; analysis is centered on the roles and interrelationships 

played by the technologies vis-à-vis actors and audiences in fact-checking 

activities. The sociotechnical approach, via the four A’s framework, has 

been integral to our inductive analysis in the second step. 
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Sociotechnical mapping of technologies associated with fact-checking

This section reviews technologies associated with the three stages of 

fact-checking practice. Each subsection sets the context and then dis-

cusses the technologies by way of inductively constructed subcategories 

within each stage. In connection to the 4A’s framework, the three stages 

represent overall activities integral to fact-checking practices, including 

identifying checkable claims, verifying different types of content and 

sources, and producing fact-checks suitable for different kinds of distri-

bution. Social actors include three main groups: fact-checkers/publishers, 

tech providers, and platform companies. Fact-checkers and publishers are 

combined as both have journalistic connections (e.g., organizational, ide-

ological, work routines). Tech providers include non-profits, open-source 

efforts, NGOs, and universities, as well as commercial tech companies 

requiring payments/subscriptions. Some technological tools and systems 

are developed through triple-helix collaborations in which the university 

sector participates in formative stages. Platform companies include organ-

izations providing digital platforms that offer services and functions to 

users, and act as digital intermediaries. (This chapter focuses on technol-

ogies for which a cross-sector partnership with the platform companies is 

not a prerequisite.) Audiences, in the context of news work, have been con-

ceptualized as recipients, commodities, and active participants. In terms of 

audiences, the mapping focuses mainly on whether technologies carry affor-

dances for involving audiences as active participants in the three stages of  

fact-checking. 

The 136 technological actants are marked by heterogeneity; some operate 

autonomously whereas others function as tools operated by humans. Lewis 

and Westlund (2015) discuss diverse human/manual and computational 

modes of orientation and output. In a subsequent conceptual mapping of 

the human-machine divide, they explore how X form of journalism depends 

on Y form of technology, and outline four specific facets of technological 

dependence (Lewis & Westlund, 2016). Similarly yet more simply, here we 

differentiate technological actants into two overall categories: 1) tech-led, 
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and 2) human-led. The tech-led approach refers to technological actants 

designed to operate more autonomously, providing fact-checkers with 

information and/or actionable guidance. The technologies in the identifica-

tion stage are predominantly tech-led, featuring sophisticated systems by 

platforms and tech companies that generate actionable information. The 

human-led approach refers to technologies requiring human actors to en-

gage with these systems more actively and manually for specific purposes 

and in distinct practices. The verification stage is marked by human-led 

technologies, for example, image verification tools that fact-checkers can 

use in their efforts to verify authenticity related to an image. The four A’s 

framework is used for the mapping of technologies in each of the three 

stages of the fact-checking practice. 

Table 1 offers a concise visualization of our sociotechnical framework and 

mapping of technologies associated with fact-checking. The three stages of 

fact-checking on the vertical axis can guide the reader assessment, each of 

which is paired with the four A’s on the horizontal axis. 

Table 1: Sociotechnical framework for technologies associated with fact-checking 

Activities Actors Actants Audiences

Identification

Identifying 
checkable claims

Fact-checkers, 
publishers

Tech-led Content flagging

Traffic analysis Tech providers Human-led

Prioritization Platforms

Verification
Source verification Tech providers Human-led Tech-led

Content 
verification

Tech-led

Distribution

Fact-check 
publishing

Fact-checkers, 
publishers

Tech-led Sharing

Social media 
circulation

Platforms Human-led

Live Tech providers

Algorithmic 
visibility reduction

Personalization

Packaging
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For the identification stage, the most central activity involves identifying 

checkable claims; related activities include analysis of traffic/engagement 

and prioritization. While some publishers and fact-checker actors have 

developed proprietary tech (i.e., owned and controlled in-house), they are 

largely dependent on third parties such as tech and platform companies at 

this stage. The identification stage section is thus structured via an actor 

perspective (though some technologies tap into audience participation by 

enabling flagging of potential misinformation). The technological actants 

are mainly characterized as tech-led, feeding human social actors with 

actionable input. 

Turning to verification, tech actors are most active in developing technolo-

gies, whereas platforms and fact-checkers are largely absent when it comes 

to owning, funding, and developing verification technologies. We recognize 

the importance of most tech for verification being owned and controlled by 

tech actors, but this also means that publishers, fact-checkers, and platforms 

have limited importance; thus, the actor category does not help differen-

tiate verification technologies much. Moreover, verification appears to be 

human-led insofar that human social actors engage in significant manual 

work with technological actants to generate actionable outputs. Following 

our inductive analysis, verification will be discussed as an activity-oriented 

category, focusing on 1) source verification and 2) content verification. 

Finally, the section focusing on distribution is the most concise; it mainly dis-

tinguishes between the channels and platforms proprietary to publishers/

fact-checkers, and distribution associated with platforms. It is characterized 

as tech-led since technological actants effectively distribute fact-checking 

content without much human interplay as far as we are able to see into 

these closed proprietary systems. 

Technologies for identification

The practice of identifying potential misinformation involves monitor-

ing the mediascape via routine search and mapping of specific sources, 
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sites and platforms – using both mundane and specialized technologies.  

This monitoring may be carried out manually by human actors with the 

assistance of technological tools and systems for specific tasks (human-led); 

alternatively, technologies automatically take action, or produce informa-

tion and other forms of actionable outputs (tech-led). There are both tech-led 

and actor-led technologies for identification, but we contend that this cat-

egory is predominantly tech-led. These are mainly technological systems 

linked to infrastructures with data, designed to gather, analyze, and present 

specific information to users. Identification encompasses textual content 

as well as audio, images, and videos which must be assessed for indica-

tors of misinformation. The identification stage also includes establishing 

whether potentially misinforming content can be fact-checked using avail-

able evidence and following established standards; for example, the IFCN 

Code of Principles includes commitments to nonpartisanship, fairness, and 

the transparency of sources, methodology, and organization. Finally, giv-

en limited resources and an abundance of potential misinformation, this 

stage also involves prioritization to focus fact-checking efforts on the most 

important, widespread, or potentially harmful material.

We find that the landscape of identification-related technologies is the most 

fully developed of the three stages we consider in this study, with the wid-

est array of tools available to assist fact-checkers with different facets of 

the identification process. Nevertheless, no single integrated system or tool 

exists to continuously cast a net over the World Wide Web—much less the 

wider mediascape—detecting all signs of potential mis- or disinformation 

that surface. Barriers to establishing such a holistic system range from 

regulatory regimes, ethical considerations around privacy, and language 

diversity to the fact that platform companies maintain closed infrastruc-

tures that restrict monitoring and analysis. As a result, fact-checkers rely 

on a diverse mix of specialized tools for particular tasks or environments, 

developed by tech providers, platform companies, or in many cases by 

fact-checkers themselves. For example, Chequeado’s in-house Chequeabot 

scans broadcast and print media outlets to identify potentially misleading 
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political claims, while Istinomer, a Serbian fact-checking organization, 

won an IFCN grant to develop a browser extension to help readers identify 

problematic stories. Fact-checker Lead Stories has developed a proprietary 

social-media monitoring platform called Trendolizer, which facilitates their 

own fact-checking work with Facebook (Meta) and which they also license 

for revenue. It indexes trending content, as well as source code. Through 

features such as the fingerprinting tool, Trendolizer also allows for potential 

identification of networks of misinformation-spreading sites. 

Identifying claims is a vital, value-laden, and time-consuming activity for 

fact-checking organizations; it is central to how they define and execute 

their mission. As a result, the affordances of platforms and technologies 

for identification condition how fact-checkers work. We have inductively 

focused on two distinct subcategories of actors providing technologies for 

identification. The first category consists of diverse tech companies pro-

viding systems and tools, and includes technologies developed in-house 

by publishers and fact-checkers. Technologies for identification of claims 

are mostly offered by external tech providers and platform companies, and 

for some platforms a partnership with them becomes a prerequisite. The 

second category consists of technologies attained through platform partner-

ships. Next, we discuss the types of technologies (actants) offered by each 

of these actors; we explore how fact-checking activities related to misinfor-

mation identification on platforms with relatively closed infrastructures de 

facto necessitate a cross-sector partnership with platform companies. 

Identification tech (in-house or tech companies)

Multiple tech providers have developed technologies that help fact-checkers 

to identify and prioritize misinformation. Some technologies focus on mon-

itoring and analyzing information on the open web, some focus on social 

media monitoring, and others do both. Content moderation is a central 

aspect of what platform companies do (Gillespie, 2018). Amid the growth 

of misinformation, there has been mounting pressure on platform compa-

nies to address it. Some offer solutions for monitoring multiple sites and/or 
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platforms, continuously assessing information and misinformation flows. 

Several tech companies have developed multi-platform detection solutions. 

For example, 

 · DataMinr offers journalists, fact-checkers, and other actors opportuni-

ties to detect stories, by daily collecting and analyzing billions of public 

data inputs and sending alerts to users. DataMinr advertises the use of 

artificial intelligence to process data from numerous publicly available 

sources and analyze multiple types of formats such as texts, video, im-

ages, and sound. 

 · InVid is a verification plugin for web browsers, developed by the EU-funded 

WeVerify consortium of journalistic, academic, and company partners. It 

is free to use and gathers no data from its users, and the creators present 

it as a verification “Swiss army knife” for fighting disinformation. InVid 

features affordances for analyzing metadata, keyframes and forensics, 

and has an integration with multiple social media platforms to access and 

analyze content such as Facebook videos and YouTube thumbnails. 

 · A technology developed in-house by fact-checkers, Trendolizer enables 

fact-checkers to search and identify networks of actors using the same IP 

or IDs for advertising or Google analytics etc. 

Other multi-platform identification tools include WebMii for analyzing so-

cial media profiles across platforms, and Social Blade, which tracks metrics 

of users across Facebook, Twitter, Youtube, Instagram, Twitch, etc. There 

are also technologies for analyses of specific social media platforms. Twitter 

makes most of its content publicly available, and thus it can be monitored 

and analyzed using technologies developed by tech providers. There are 

thus numerous tools for gathering Twitter data. 

 · Tweetdeck enables users to search and analyze content on just Twitter, 

and is categorized as a general technology given its availability to diverse 

actors. 
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 · AccountAnalysis offers details about when and what type of content ac-

counts publish, what accounts they interact with, and what websites they 

share. 

 · Botometer analyzes the activity of a Twitter account and gives it a score, 

where higher scores indicate more bot-like activity, which can be mobi-

lized to create false impressions on engagement, attitudes and so forth. 

Other tools, such as InfoLeaks, provide information on specific Twitter us-

ers by using content, image, and geographical information. Foller.me offers 

affordances for analyzing the most popular words used, whereas Hoaxy vis-

ualizes Twitter conversations by topic, illuminating influential accounts and 

the origins of hashtags. 

CrowdTangle is a social media monitoring tool owned by Facebook, pro-

vided to its fact-checking partners (as well as a selection of journalists and 

academics). CrowdTangle enables its users to monitor engagement with 

different types of content on Facebook, Instagram, and Reddit, in public 

accounts and groups. For the Russian platform VK, an image and facial 

recognition tool enables search with a face and find any potential profile 

user; for Instagram, there is a “search engine” to find users without having 

an account (called SearchUsers). MediaWise can be used to monitor TikTok 

content, and Map-snapchat.com enables heatmap visualization of public 

usage over the last 48 hours. Searchmy.nio enables search on Instagram 

for descriptions. 

Some platforms, especially messaging applications like WhatsApp, Signal 

and Telegram, facilitate closed and encrypted communication; this makes 

monitoring harder and tools are in shorter supply. Telegago is a sort of 

search engine that can be used to search Telegram contents. Rappler gath-

ers tips and screenshots from the public using closed messaging apps. Aos 

Fatos, Maldita and others have launched WhatsApp chatbots, technological 

actants enabling users to offer leads and content about potential misinfor-

mation. Maldita employs a natural language response model that collects, 
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classifies, and analyzes content data associated with misinformation, and 

its chatbot is capable of detecting and responding to disinformation reports 

in video, audio, text and image formats. The chatbot is also capable of inter-

preting and fact-checking responses. 

Let us turn specifically to the central activity of identifying checkable 

claims, for which fact-checkers regularly turn to technologies offered by 

tech providers. In the context of developing AI for identifying check-wor-

thy claims, Nakov et al. (2021) discuss how such technologies should be 

capable of producing relevant lists of claims deemed worthy of check-

ing, preferably containing ranking and check-worthiness scores to guide 

fact-checkers (who in turn should be able to give feedback on the scores to 

continuously calibrate the system). AI technologies are utilized to identify 

claims in social media (text, audio, or video), news, and websites as well 

as broadcast. Other areas of development include technologies for quick-

ly checking whether specific claims have already been fact-checked, and 

technologies for exploring whether false claims have been translated into 

multiple languages (Nakov et al., 2021). Moreover, Google has worked on 

a significant open-source language model called the Bidirectional Encoder 

Representations from Transformers (BERT) to identify misinformation (e.g., 

on social media), and is used by fact-checkers and trained with annotations 

by them to improve its capacity to identify relevant claims. There are also 

technologies using bots to identify statements that can be fact-checked (e.g., 

Transcriptions) as well as finding claims within a text and ranking them 

based on plausibility and their checkworthiness (Logically).

Fact-checking companies have also invested in developing technologies 

with AI to quickly identify claims from text transcripts. Faktisk.no in 

Norway employs natural language processing (NLP) technologies to assist 

manual information identification. The technology automatically highlights 

in different colors the personal and organization names, geographical loca-

tions, numbers, percentages, and other relevant figures in TV transcripts. 

The technology also marks the potential claims in bold that might be worth 

paying extra attention to, helping human fact-checkers in navigating the 
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text faster, reading only the highlighted parts and disregarding the ex-

cess information. Squash from Duke University Reporters’ Lab also uses 

audio-to-text conversion technologies before certain claims are identified, 

ranked, compared to previously existing fact-checks and presented on-air 

TV. ClaimBuster is the umbrella name for several IDIR Lab fact-checking 

projects focusing on exploring and developing automated fact-checking. The 

ClaimBuster website states that it “started as an effort to create an AI model 

that could automatically detect claims worth checking. Since then, it has 

steadily made progress towards the holy grail of automated fact-checking.” 

ClaimBuster provides lists of checkable claims figuring in some form of text. 

Their ClaimPortal enables users, mostly fact-checkers, to register and track 

specific accounts on social media. Whenever those accounts make claims, 

the user will receive an alert with a curated message. ClaimBuster facilitates 

assessing if a claim has previously been fact-checked, checking material 

from Twitter and political statements against fact-checks published by 

Snopes and PolitiFact (US-based fact-checkers). Full Fact, a UK-based 

fact-checker, has developed its own technology for claim-spotting. Its 

technology searches viral content online and on social media as well as a 

selection of political transcripts and news media. Full Fact is also develop-

ing technology for checking tweets with claims about images. Full Fact has 

stated that it aims to develop technology to assist fact-checkers in knowing 

the most important things to fact-check, identifying when known misin-

formation is spread, and reducing time delays in fact-checking close to 

real-time (Full Fact, 2022). 

In addition to academic, NGO, and fact-checking organizations, profit-ori-

ented start-up companies also utilize and develop AI technologies for 

information verification. One of them is the Norway-based organization 

Factiverse that has developed an AI-based editor (i.e., technological actant) 

that identifies text claims and sorts them based on whether they are support-

ed or disputed in authoritative sources. When deciding upon the veracity of 

the claim, the final word still belongs to the human fact-checker. Ultimately, 

while Full Fact, ClaimBuster, and Factiverse use automation to identify 
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claims across different types of materials, their technologies are feeding 

into human activities, enabling a sociotechnical fact-checking practice.

Finally, some fact-checkers have developed tools to enlist audiences in identi-

fying misinformation. As previously noted, Serbia’s Istinomer is developing 

a browser extension to make it easy for readers to report potentially prob-

lematic stories. Another example comes from Correctiv in Germany, which 

has developed an interface called CrowdNewsroom that allows communi-

ty members to help identify potential misinformation. Launched in 2015, 

CrowdNewsroom is described as “...a kind of virtual editorial team which 

allows editors, reporters and readers to cooperate on major investigations. 

CrowdNewsroom provides the individual tools for any type of investigation, 

for use by everyone involved.” 

Identification tech and platform partnerships 

Platform companies have used internet infrastructures to develop propri-

etary areas of the web. They control their technological affordances and 

infrastructures, including but not limited to the visibility of information 

and communication. Some global platform companies offer technologies 

customized for fact-checking practices, but only to their formal cross-sector 

partners. Platform companies (e.g., Meta and Alphabet) have developed 

technologies that allow entrusted collaborators, such as fact-checkers 

and publishers, to gain in-depth insights into areas such as trending top-

ics, viral content, and audience engagements. Following the problems with 

mis- and disinformation associated with the 2016 US presidential election, 

Facebook (now known as Meta) initiated what was to become a global, 

cross-sector fact-checking partnership programme. In addition to finan-

cial remuneration, Facebook has developed a technological system for its 

partners, called the Facebook Fact-Checking Product. When using this prod-

uct, the fact-checker logs into their personal Facebook account to access 

a specific interface. The fact-checking product populates a list of articles, 

possibly containing misinformation, ranked by relevance, and linked to pa-

rameters such as content virality and the geographical coverage area of the 
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fact-checker. When fact-checkers carry out identification and verification, 

and subsequently publish their fact-checks, they report back to the platform 

via the Facebook Fact-Checking Product. Subsequently, Facebook employs 

fact-checks to calibrate the algorithmic visibility of the published posts. The 

fact-checkers in the partnership programme access the product based on 

institutional affiliation in a specific country. Facebook employs artificial in-

telligence as well as audience flagging to identify potential misinformation, 

and to generate the geographically related queue to the fact-checkers for 

further checking. While the Facebook Fact-Checking Product is offered only 

to a selected few, the company offers technologies such as the aforemen-

tioned analytics infrastructure CrowdTangle to a wider set of professionals.

In terms of other platforms, TikTok has also rolled out a fact-checking pro-

gram with international partners. TikTok has developed a fact-checking 

system via which fact-checkers access a continuously updated list of con-

tent potentially containing misinformation. The TikTok system interface 

lets fact-checkers swipe among a selection of content having been detect-

ed by tech-led TikTok algorithms. As of 2022 TikTok has partnered with 

far fewer fact-checkers than Facebook, but is continuing to expand their 

programme. Some platforms have also engaged their audiences as active 

participants in identification of misinformation, using technological actants 

to flag content not in line with their community principles. For example, 

Facebook gives users options for flagging content as well as advertisements. 

In flagging a post as inappropriate, the users can select from a range of cat-

egories, including nudity, violence, harassment, suicide, false information, 

junk mail, unallowed sales, hatred, terrorism, and other. Content flagged 

will be processed by content moderators, and in cases of false information 

it may be sent for independent review by independent fact-checkers. 

Technologies for verification

Tech providers dominate the space for verification technologies, and source 

verification and content verification are the two central activities. The iden-

tification stage may lead to the verification stage, in which fact-checkers use 
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their own skills and various methods and technologies to thoroughly assess 

content veracity. Some technologies naturally overlap with those available 

for identification mentioned earlier. Numerous and diverse technologies are 

relevant for verification, encompassing searching for relevant information 

and facts, as well as identifying and potentially contacting the source of a 

claim. Verification includes significant efforts towards making assessment 

of sources and contents. Once again there are general and more mundane 

information-and-communication technologies offering multiple affordances 

for verifications, which fact-checkers can utilize in their work process. For 

example, common search engines offer advanced properties, such as (re-

verse) image searches and geographical position. There are also several 

technologies that have been specifically developed and designed to be used 

for verification. Some of these are open-source technologies whilst others 

are commercially driven and require a partnership or license. For exam-

ple, the European-based open-source WeVerify platform/plugin, InVid, was 

developed with multiple partners (AFP, Deutsche Welle, ATC and universi-

ties); it houses purpose-built technologies to be used by fact-checkers and 

journalists engaging in verification. While open source, the platform does 

maintain certain advanced tools that require an institutional email address 

and administrative approval. 

Moreover, applied research seeks to advance verification processes through 

automated fact-checking. One such procedure involves developing technolo-

gies that retrieve and analyze a collection of documents, advancing a verdict 

for assessment by humans. Researchers have problematized the challeng-

es of automatic verification; e.g., automation is useful for specific, narrow 

tasks, such as identifying existing fact-checks or evidence from databases 

that supports or rejects claims about numerical values. This is compared to 

more nuanced or newer claims, e.g., that Covid-19 vaccines have been devel-

oped too quickly and thus are risky (Nakov et al., 2021). Verification can be a 

complicated, time – and resource – demanding practice, also challenged by 

the fact that techniques and technologies for verifying images and videos do 

https://www.zotero.org/google-docs/?broken=OXZiG2
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not always work. Human social actors, technological actants, and audiences 

all participate in verification in different ways.

Verification practices can be defined as the searching for information and 

sources that can help verify or dismiss a claim, a piece of media, or any 

form of report or indices that has been identified as important to look fur-

ther into. Some technologies enable verification altogether, in assessing 

sources and types of content. Other technologies are essentially geared 

towards making specific tasks of verification easier for fact-checkers; this 

can include affordances to remove backgrounds from images (remove.bg), 

extract and analyze metadata (IrfanView, Context Aggregation and Analysis 

tool from WeVerify) or make text transcripts of media files (audio/video) to 

enable quicker fact-checking. Our mapping of verification technologies has 

yielded two main types: source verification (the entities behind content), and 

content verification (verifying claims within media content). Some technol-

ogies are also used for both types of verification (e.g., Wayback Machine, 

Claimbuster). For each type, we assess the potential role played by actors, 

actants, and audiences. 

Source verification 

Source verification refers to the practice of identifying the entities behind a 

piece of content or a claim; these entities can include different actors such 

as individuals, groups, organizations, or countries. Source verification is of-

ten a critical first step in making assessments about the likely credibility 

of a given claim or piece of content. Source verification entails technologies 

but also analyses of digital and social media, which, for instance, corre-

sponds to verifying the actors connected to social media profiles. Thus, 

technologies for source verification encompass verification on social media 

and websites, respectively.

In 2021 alone, Meta identified and closed billions of fake Facebook accounts 

connected to misinformation. Despite efforts on this scale, across platforms 

there is still a flurry of fake social media profiles and accounts, as well as 
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fake web and social media traffic, often involving significant use of bots 

(Braun & Eklund, 2019). Ultimately there is a need to identify and verify so-

cial media profiles, accounts, and traffic. Amid this, multiple technologies 

enabling verification of social media accounts have emerged. These include 

numerous technologies used for misinformation identification that have 

also proved worthwhile for identification of actors.

 · WebMii is a technology that makes it possible to verify social media pro-

files for different social media platforms, aggregating public information 

about people. 

 · What’s My Name is a service for searching a username across platforms. 

 · Trendolizer makes it possible to verify sources among networks of online 

users by assessing IP addresses or their advertising or Google Analytics 

IDs. Several technologies are used to verify social media profiles as fake 

accounts. AccountAnalysis enables systematic assessment and verifica-

tion of Twitter accounts, analyzing what type of content Twitter users 

publish, when they do so, what links they share, and with whom they 

interact. 

 · Botometer, formerly known as BotOrNot, is a website created by The 

Observatory on Social Media and the Network Science Institute at 

Indiana University; this tool checks the activity of Twitter accounts to 

assess the likelihood of their being bots. 

 · TrulyMedia is a technology that also monitors viral topics and sources and 

can be used to assess the trustworthiness of Twitter accounts. 

 · TruthNest provides a bot probability score, as well as metrics around the 

account’s activity, network, and influence. 

 · Social Blade collects and analyzes user metrics across social media 

(Facebook, Instagram, Twitter, Youtube, Twitch), working to identify po-

tential misinformation by checking viral content. 

https://www.zotero.org/google-docs/?broken=qpjGpi
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We found that fact-checking technologies enable or facilitate social media 

verification in a variety of ways, answering questions such as: 1)Who owns 

the accounts/profiles?, 2) Is there linked activity to other social media plat-

forms?, 3) Is the source a human or a bot?, and 4) What is the virality of 

the content?

Information flows on websites are also being updated continuously; there 

are technologies associated with fact-checking that can be used to evaluate 

web pages over time. Wayback Machine is a browser plugin that enables 

users to access different versions of a website over time. Website Informer 

gathers and presents detailed information on websites via a widget or URL. 

There are a range of technologies providing information about domain 

ownership and IP address history (e.g., WhoIs, DNSlytics, Iris). Moreover, 

there are technologies to efficiently solve specific tasks, such as checking 

registries for domain names (e.g., NORID for Norwegian domain names), 

or analyzing whether reviews on Amazon/Yelp/TripAdvisor are authentic 

(FakeSpot). 

Content verification

Fact-checkers regularly single out different types of materials to prioritize 

for fact-checking. As mis- and disinformation comes in many shapes and 

forms (Wardle, 2018), at the identification stage, some content requires 

the use of specific technologies. In other cases it is the verification process 

that simply becomes more efficient when technologies are used. To date, 

the fact-checking community has mostly gravitated towards fact-checking 

of textual claims made by known sources such as politicians that can be 

approached by traditional means for verification. However, the digital me-

diascape has encouraged visual practices. Smartphones have sophisticated 

cameras and access to mobile apps for editing videos and images, and so-

cial media platforms carry affordances for publishing such visual elements 

easily. Visual cultures have grown strong on social media platforms such 

as Instagram, TikTok, and Snapchat. Amid such developments, concerns 
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have been raised about the broad accessibility and ease of use of technolo-

gies for editing, as well as manipulating and fabricating, images and videos. 

Examples of ‘deep fakes’ have gone viral on social media, illustrating the 

sophistication with which actors can fabricate videos of people talking, and 

thus making it appear they make certain claims (Kietzmann et al., 2020). 

Accordingly, we have identified two types of content verification where 

the technologies come into the picture: 1) claim verification, and 2) media 

content verification.

Claim verification

 · Verifying claims made by public figures is at the very core of fact-checking 

as an epistemic and occupational activity. Fact-checking organizations 

develop their own protocols and routines to verify claims. Though, impor-

tantly, whether it is done manually or computationally, the information 

verification process is almost impossible without utilizing some sort of 

technological actant. Apart from rather mundane tools traditionally used 

in media work, claim verification technologies include numerous track-

ers and databases offering a gateway to check for statistical information 

(Statista) or statements and promises made by politicians or institutions 

(e.g., Fact-Base, Promise Tracker). 

 · Google (Alphabet) has a wide portfolio of services; this includes the suite of 

“Google FactCheckTools”. Google’s “FactCheck Explorer” service enables 

users to find fact checks produced associated with specific keywords, 

themes, and people. Google has also partnered with fact-checkers, e.g., 

providing UK fact-checker Full Fact with funds and Google fellows to 

assist in developing AI tools to identify, collate, and compare political 

claims across a multitude of sources (Dudfield, 2021). 

Both Google and Facebook have also supported ClaimReview, a tech-led dig-

ital tagging system helping search engines and platforms to find and display 

published fact-checks. Moreover, AI-powered claim verification technologies 

assist fact-checkers in comparing claims against databases or repositories 

https://www.zotero.org/google-docs/?broken=ApaGyL
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with previously circulated public statements and fact-checks (Claimbuster). 

Other technologies assist in identifying what has been published previously 

online on specific sites (e.g., Wayback Machine). Such technologies might 

come especially handy while covering live events, when the claim should be 

verified or debunked in a timely manner (Squash). Datasets or repositories 

containing existing fact-checks are especially important for training AFC 

algorithms. Though several training datasets are already in use (e.g., those 

from Politifact and Snopes), the lack of available, high quality, and up-to- 

-date training data remains as one of the main hurdles for automating the 

verification stage of fact-checking (Kotonya & Tony, 2020).

Media content verification 

Multiple technologies exist for media content analysis, or the determining 

of the authenticity of images, videos, and audio. Reverse image search is 

a common media verification practice; it can be conducted via search en-

gines (e.g., Google, Yandex, Baidu) or via specifically designed technologies 

(TinEye, RevEye). 

 · Another technology, WeVerify’s InVid, as well as the YouTube Data Viewer, 

extract data such as thumbnails from YouTube videos to facilitate reverse 

image searches; they also extract other data such as exact upload times 

to facilitate analysis of original video source vs. copies. 

 · WeVerify Context Aggregation and Analysis technology enables analysis 

and verification of images and videos on social media by producing re-

ports that draw on the content and contextual data. The results might 

be combined with Google Maps or Google Earth, to verify surroundings, 

time and/or weather applications. Relatedly, YouTube GeoFind lets users 

view geographically tagged videos on a map, sorted by channel, topic and 

location, and can prove useful in verifying events. Moreover, there are 

technologies that offer more detailed image analysis. 
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 · Forensically is another image forensics tool for identifying fabricated or 

manipulated images, with affordances for clone detection, noise analy-

sis, and luminance gradient. The Visual Geometry Group (VFF) at Oxford 

University has developed an open-source project to search for faces and 

images, enabling classifications and analysis of altered media. 

Another important area of development is audio and video forensics. 

WeVerify has collaborated with the German research institute Fraunhofer to 

develop a technology called Digger. It can be used to identify deep fakes dur-

ing fact-checking but it is also used by forensics experts in law enforcement. 

Technologies for distribution 

One underlying premise for fact-checking legitimacy is effectiveness in curb-

ing the spread of misinformation. However, reaching the right audience, in 

the right way, and at the right time to counteract a false message poses an 

enduring challenge. Fact-checking operations vary widely in their popular-

ity, and most maintain limited direct reach online. Many outlets rely on 

an established media parent or partner to reach a wider audience via print 

or broadcast (e.g., Graves & Cherubini, 2016). However, emerging research 

suggests that even well-known outlets rarely reach individuals exposed to a 

particular message with the relevant fact-check (Guess et al., 2018). Porter, 

Wood and Bahador (2019) raise the concern that distributing fact-checks 

via fact-checkers proprietary channels risks reaching only those already 

paying attention to fact-checks. False information spreads “farther, faster, 

deeper, and more broadly than the truth” online (Vosoughi et al., 2018). 

This suggests a profound need for tools and systems to help with promoting 

and directing fact-checkers’ work to relevant audiences. However, as our 

mapping analysis indicates, this is the least developed of the three stages 

in terms of available technologies, significantly outnumbered by tools sup-

porting identification and verification. Distribution of fact-checks via social 

media presents a particular challenge, especially as platforms often use al-

gorithms to identify content their users like the most and feed them more 

https://www.zotero.org/google-docs/?broken=P1K8wt
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similar content. One study found YouTube users watching videos with mis-

information were subsequently exposed to more such videos (Hussein et al., 

2020). Platform companies have publicly and repeatedly disclaimed respon-

sibility as publishers; yet they are not mere hosts of content, but content 

moderators (Gillespie, 2018). Misinformation oftentimes spreads across 

multiple platforms simultaneously, but the conditions for fact-checking di-

verge. Platform companies such as Meta, Google, Twitter, and TikTok have 

been partnering with fact-checkers in fighting misinformation, with Meta 

and TikTok distributing fact-checks on their platforms, and Google sup-

porting developments of the ClaimReview project, by providing credits for 

advertising to enable greater visibility for fact-checks (along with G-suite 

and Cloud storage). Arguably, the most important non-proprietary technol-

ogy, in terms of targeting fact-checks to new occurrences of a false claim, 

is the open data standard ClaimReview. This initiative emerged from the 

fact-checking community (Graves & Anderson, 2020). ClaimReview makes 

it possible for search engines and social networks to identify fact-checks 

and match them to a search query or a social media post. 

Another fact-check distribution intervention, implemented on Facebook and 

Twitter, comes in the form of cartoon figures aimed at reaching audiences 

in the right way. Called Tooties, these cartoons kindly point out incorrect 

claims, and then have been used to experiment with different forms of fact-

check intervention. The authors of the study behind these figures found that 

some of these fact-check interventions had a positive impact on perceptions 

of disputable claims (Opgenhaffen, 2022). Platform companies can utilize 

their algorithmic capacities for displaying fact-checks prominently, such 

as with Facebook using a “Related Articles” function to show fact-checks 

relevant to a post. Moreover, for content flagged as misinformation by in-

dependent fact-checkers and passed onto Facebook via its fact-checking 

product, Facebook substantially reduces the visibility of such content in 

the news feeds (Full Fact, 2019). This is a fundamentally important form of 

content moderation that Facebook refers to as “reducing the spread” of prob-

lematic content, and which we refer to as algorithmic visibility reduction. 

https://www.zotero.org/google-docs/?broken=pbssPh
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Such content moderation means original posts remain and thus do not jeop-

ardize freedom of expression, which Facebook has been criticized for in the 

past (e.g. Gillespie, 2018).

Our mapping of digital fact-checking tools pinpoints that distribution tech-

nologies can be used for the production phase of fact-checking, as well as 

for sharing checked information to the audiences. For instance, Canva, 

InfoGram (tools for making graphs) or Adobe or other design programs can 

be used for producing fact-checks in user – or social media friendly formats. 

Decisions regarding the packaging or formatting of fact-checks affect the 

overall visibility of the final product of the whole process. Naturally, the role 

of technologies in these decisions is paramount. 

As a part of a distribution phase, technologies such as Dega, Facebook Fact-

Checking Product, Fatima, Squash, and FactStream are used for increasing the 

exposure and efficient distribution of fact-checks. In this regard, we distin-

guish between proprietary and non-proprietary platforms and technologies 

for distribution. First, we have fact-checking and publisher platforms owned 

and controlled by fact-checkers themselves (proprietary). Fact-checkers and 

news agencies may also utilize proprietary digital platforms such as news 

sites, mobile applications, fact-checking blogs, newsletters and so forth to 

display fact-check articles. Just like news publishers, they turn to analyt-

ics infrastructures to generate metrics that assist them in learning how 

the public and more specific target groups engage with the content. Fact-

checkers publish on proprietary platforms, and cross-promote across other 

media and digital infrastructures. Some fact-checkers have partnerships 

with legacy news media to distribute fact-checks via print, such as Correctiv 

distributing fact-checks on a weekly basis via free print newspapers circu-

lated to the wider German population. Fact-checkers also use (third-party) 

technologies for live fact-checking operations. For example, some technol-

ogies have enabled distribution of fact-checks in real-time. This includes a 

second-screen app (FactStream) that displays relevant fact-checks pushed 

out by fact-checkers during live events. Also operating with the live for-

mat, Squash is a pop-up fact-checking tool based on the ClaimBuster engine 



Oscar Westlund, Rebekah Larsen, Lucas Graves,  
Lasha Kavtaradze & Steen Steensen 225

that retrieves relevant fact-checks in real time based on audio transcrip-

tion. Brazilian social media users are enlightened by an automated chatbot 

focusing on Covid-19 related disinformation. The chatbot, titled Fátima, is 

available on Twitter and WhatsApp, and uses a database administered by 

media startup Aos Fatos. The Fátima chatbot searches for tweets containing 

references to debunked stories, and engages in a conversation, providing 

them with a link to the verified information.

Second, many fact-checkers also distribute their work directly on social 

media platforms where misinformation thrives. This is done in multiple 

ways. Fact-checkers and publishers use their editorial content management 

systems to redistribute their work, which may require human intervention 

to manually share their fact-checks on social media. Moreover, the public 

can be enrolled as active participants and cross-circulate fact-checks. In ad-

dition, platforms also use algorithms to personalize exposure of content, 

including fact-checked contents, to their users. IFCN fact-checkers have en-

rolled into cross-sector partnerships with platforms. The partners of the 

Facebook fact-checking programme must tag the fact-checks they publish 

as part of the programme. Articles deemed false in fact-checks, performed 

by independent fact-checkers, will yield much less exposure (approximately 

around 5-10 percent of the expected average exposure). Facebook calibrates 

their algorithms and incorporates the fact-checks into content potentially 

put on display (e.g. Authors, in review). 

Importantly, published fact-checks are not merely “distributed” to audienc-

es via fact-checkers´ proprietary and non-proprietary platforms, they are 

embedded into technological infrastructures with affordances for algo-

rithmic selection and personalized exposure, sometimes also interactive 

human-machine communication with bots. This includes how publishers 

can use editorial content management systems and analytics to customize 

weight given to fact-check exposure; how social media platforms person-

alize feeds of content; and how search engines may prioritize display of 

fact-checks linked to sensitive topics. 
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Concluding discussion 

This chapter sets out to map and analyze existing digital technologies asso-

ciated with fact-checking; one main aim is to develop an example of a flexible 

sociotechnical approach for understanding this rapidly changing space. 

We deductively organized technologies based on three core fact-checking 

stages of practice, and then inductively developed meaningful subcatego-

ries based on their affordances for fact-checking guided by a sociotechnical 

framework and the four A’s. Here we share four main, initial takeaways 

from this mapping and conclude with thoughts around how this work can 

inform future research.

First, to date a remarkable number and diversity of technologies associat-

ed with fact-checking has emerged, including numerous tools developed 

specifically by and for fact-checkers. While this chapter does not explicitly 

show how fact-checkers use technologies in their practices, it neverthe-

less shows the availability of relevant technologies, many of which carry 

affordances that are impossible for humans to replace with manual labor 

in order to solve the misinformation problems at hand. We contend this 

reinforces our sociotechnical approach, underlying the importance of ap-

proaching contemporary fact-checking as a practice in which human social 

actors engage with technological materiality (technological actants) in 

their fact-checking practice. We call for more research into fact-checkers’ 

concrete practices with technologies in approaching and solving specific 

misinformation problems. 

Second, the identification stage is the most populated in terms of available 

technologies, despite (or perhaps because of) the difficulties of monitoring 

vast amounts of information online. These identification technologies are 

predominantly owned and controlled by platform and tech companies. This 

includes technologies for identifying specific claims or content to check, 

but also a range of technologies for monitoring and analyzing online traf-

fic, which fact-checkers rely on to prioritize their work. Importantly, such 

technologies are programmed with affordances in which metrics, cues 
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and variables are used as indicators or proxies for potential misinforma-

tion. Digital technologies help identify internet activities around content 

that stand out as unusual. There are tech-led systems for monitoring social 

media traffic and activity, generating information and/or directions that hu-

man fact-checkers can act upon. Social media monitoring is a daunting task, 

and whereas some platforms such as Twitter have open API enabling third 

party tech companies to tap into data, other platforms have erected walled 

gardens. For platforms with closed infrastructures, such as Facebook and 

TikTok, the fact-checkers essentially must enroll in cross-sector partner-

ships to gain access to how misinformation spreads. The identification stage 

is one in which audiences are enrolled as active participants, encouraged to 

crowdsource by flagging content that potentially contains misinformation. 

Third, the verification stage is predominantly characterized by human-led 

technologies developed by tech providers, and to some extent in-house by 

fact-checkers and publishers. The human-led technologies refer to systems 

and tools that fact-checkers manually use to solve specific problems and 

tasks, such as image- or location verification, and require tacit knowledge 

and human action to actively use the technology to yield something mean-

ingful. Platform companies have little presence in the verification stage, 

and the same applies to audience participation. There are technologies that 

can be used for assessing the authenticity of media content such as image 

or exploring whether footage has been tampered, yet there are limits to 

such tech and its affordances for assessing inauthentic audio- and visual 

materials. 

Fourth, distribution largely takes place via proprietary digital platforms as 

well as through media partners, with some innovative efforts for mobile apps 

with personalization and chatbot functionality. There is some tech availa-

ble for producing and packaging fact-checks in communicatively appealing 

ways. Social media platforms are important means for redistribution, and 

via platform partnership programs the potential effectiveness of fact-check 

distribution arguably increases significantly Facebook employs algorithms 

to feature fact-checks prominently, and claims to reduce visibility and 
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further spread of materials determined false. Ultimately, we contend that 

fact-checkers face significant challenges in distributing and targeting their 

fact-checks effectively, amid a platformized mediascape in which platforms 

predominantly use closed, commercial algorithmic infrastructures to make 

more widely desired content available to their audiences. 

Let us extend our concluding discussion by drawing on the preceding take-

aways. More generally, the technologies associated with fact-checking 

discussed in this chapter feed into an understanding of contemporary 

fact-checking as a sociotechnical endeavor. Some tools are tech-led, with 

degrees of automation and operated by technological actants; others are 

human-led and thus require social actors to engage. Recognizing that 

fact-checking practices are sociotechnical, we should not stay at recogniz-

ing how human fact-checkers are dependent on an array of technologies, 

but also recognize the power possessed by the organizations owning and 

controlling these technologies. Most importantly, we stress the tremendous 

power that platform companies have when it comes to the technologies as-

sociated with identification and distribution. This comes as no surprise as 

many platform companies have developed their niches by creating sophis-

ticated platform infrastructures using algorithms, operating as commercial 

enterprises with limited-to-no transparency into their inner workings or 

widespread impacts. Fact-checkers must engage in cross-sector partner-

ships with the platforms, and the platforms in turn must develop efforts of 

their own to effectively engage in content moderation on their proprietary 

platforms. The effectiveness and orientation of such content moderation ef-

forts vary over time, and among platform companies.

This pioneering study, and the above initial takeaways, certainly close some 

knowledge gaps around the current state of sociotechnical fact-checking sys-

tems. Yet it also sets the stage for a variety of directions for future research. 

For example, in connection to questions of platform power and transpar-

ency, which fact-checking activities can be performed with open-source 

technology only? Given the vital enabling role of the ClaimReview stand-

ard in particular, what else can be achieved by open standards developed 
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collaboratively by key stakeholders? Cross-sector partnership programmes 

obviously create opportunities, but what are the tasks and problems that 

cannot be managed effectively without such partnerships? Technologies 

for identification are closely connected to social media monitoring in other 

fields, yet little is known about how human fact-checkers deal with audience 

engagement metrics vis-à-vis the precise needs for identifying and working 

with checkable claims. Relatedly, more granular research could focus on 

significant and changing usage by fact-checkers across these technologies; 

even if some fact-checking activities can be conducted with open source 

technology only, what other factors or systems might keep fact-checkers 

from using them?

Given that this chapter represents a snapshot, comparative mappings in the 

future could also provide researchers and fact-checkers better insight into 

the sociotechnical factors affecting fact-checking technologies and practic-

es over time. Table 1 can serve as both a template and a source of future 

research endeavors—how might the population of the table change over 

time, but also its categories? Will there be increased concentration—and 

has it already begun—in terms of what technologies are used and how? Or 

will the sociotechnical aspects—actors, actants, audiences, maybe even ac-

tivities—proliferate? Are there historical comparisons we can draw, using 

this approach, in terms of new knowledge creation practices? This could 

in turn provide more insight into other questions around actor influence 

and responsibilities when it comes to combating misinformation. For exam-

ple, this mapping, combined with discourse analysis such as Creech (2020) 

around platform responsibilities, could provide a more comprehensive so-

ciotechnical picture of the accountability of social media platforms around 

misinformation. We also call for future research into how fact-checkers 

appropriate and use diverse technologies in their fact-checking practic-

es. Future research should also include more in-depth case studies and 

technographies of particularly significant technologies being used by the 

fact-checking community, in order to generate deeper and potentially more 

actionable insights into sociotechnical factors in fact-checking practices. 

https://www.zotero.org/google-docs/?broken=dFXugh
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THE ROLE OF FACT-CHECKING IN FIGHTING THE 
‘INFODEMIC’ OF DISINFORMATION ON COVID-19:  
A CASE STUDY OF POLÍGRAFO

Marina Ferreira & Inês Amaral

Introduction

The Covid-19 pandemic created an unprecedented sce-

nario in terms of public health, with the determination 

of unprecedented social isolation measures and massive 

information sharing on social networks – classified by 

the WHO as an “infodemic”. However, in the context of 

political communication on the pandemic, several mis-

takes were made in an early pandemic phase, mainly 

due to the scarcity of information and scientific evidence 

on the new disease. In addition, several leaders used the 

pandemic caused by the new coronavirus as a weapon 

for political combat, disseminating false information 

according to their governmental needs and personal 

beliefs. In response to the alarming amount of misin-

formation about SARS-CoV-2 and the dangers it poses to 

public health, widespread mobilisation of fact-checking 

platforms has been observed in an attempt to identify 

and correct false or misleading information. 

Although its origins date back to previous decades, the 

journalistic activity of fact-checking began to become 

widespread in the USA in the 1990s and early 21st centu-

ry. The first targets of the scrutiny method were mainly 

figures in the North American political spectrum, with 

election seasons standing out as periods of excellence 

for verifying potentially misinformative statements 

made by media political figures.

Chapter 8
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The massive use of online spaces and social media have completely trans-

formed the way individuals access and interact with information, leaving 

the role of mere passive spectators and becoming an active part of the infor-

mation process until then managed almost exclusively by traditional media. 

This new scenario, defined as ‘post-truth’, in which most individuals ac-

quire information through online media not registered as media, brings 

about complex consequences. The first of them is a growing discrediting of 

traditional media, which often end up being associated with a role of com-

plicity and partiality concerning political elites, who are also successively 

seen as targets of much of the information circulating online.

In so-called common scenarios, this indiscriminate circulation of informa-

tion carries a severe risk of hurting democratic institutions. In that case, this 

threat intensifies during electoral processes and in scenarios of attempted 

arrival to power of extreme right-wing movements. For example, the 2016 

US elections, the Brexit referendum in the UK that took place in the same 

year and the Brazilian elections in 2018 were electoral periods that left an 

indelible mark on online information distribution. On these occasions, mis-

information or the presentation of biased facts were used as a means to 

acquire electoral advantage, for example, through the creation of bots that 

sowed alternative facts with thousands of users and that influenced, in an 

unprecedented way, the results of elections, to the point of victory for some 

around the world.

In the first months of 2020, a new disinformative focus emerged: the new 

virus detected in the Chinese city of Wuhan, which was named Covid-19. 

The disease spread worldwide with alarming speed and severity for public 

health. At the same pace, information sharing about the virus spread on 

social media, which became a stage for fake news and conspiracy theories 

about the disease, its treatment methods and the measures taken to contain 

it. Most newspapers and international fact-checking platforms then directed 

their attention to fact-checking related to the pandemic to minimise the ef-

fects of the rapid “infodemic” of misinformation about the new coronavirus.
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Through the analysis of the specific case of the Polígrafo online fact-checker, 

this chapter aims to observe which are the main focuses of disinformation 

on the topic in Portugal and their origins.

A brief history of fact-checking

The term fact-checking can have two distinct meanings within journalism 

(Ireton & Posetti, 2018), a fact relevant to analysing its roots. Graves (2013) 

points out that references to “reviewers” integrated into North American 

newsrooms date back to the 18th century. These professionals had the 

function of checking and ensuring the accuracy of the information in jour-

nalistic pieces before being published, i.e., they operated as a second sieve 

of the facts presented by the journalists’ authors. American weekly mag-

azines such as TIME in the 1920s were the first publications to integrate 

this type of professionals in their staff (Ireton & Posetti, 2018). However, 

with the beginning of the 21st century and the adjacent economic and finan-

cial revolution that the vast majority of media organisations have faced (and 

continue to face), these internal fact-checking departments have been re-

duced or eliminated. Nowadays, few media outlets retain full-time positions 

of editors as fact-checkers. Among the holdouts are the US magazine The 

New Yorker and the German weekly publication Der Spiegel (Bloyd-Peshkin 

& Sivek, 2017).

Modern fact-checking has its origins in twentieth-century America 

(Amazeen, 2020). However, at that time, this journalism category pre-

sented itself in different formats and with different goals from its current 

concept. The so-called muckrakers, presented by Amazeen (2020) as the 

precursors of today’s fact-checkers, were American writers who provid-

ed detailed journalistic accounts of the political and economic corruption 

of large companies. For example, journalists verified and exposed manu-

facturers’ claims in medicinal patenting as false. The controversial and 

revealing articles by muckrakers such as Samuel Hopkins Adams and 

Upton Sinclair paved the way for the passage of regulations guaranteeing 
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consumer protection and the implementation of a reform in the American 

public health system against the unfair practices these companies imposed 

(Cassedy, 1964).

Dobbs (2012) argues that the beginning of the modern fact-checking move-

ment can be identified during the candidacy of Ronald Reagan, who became, 

in 1981, the 40th US president. As a presidential candidate, Reagan made 

several peculiar statements that captured attention for their level of falsity, 

for example, his famous claim that trees caused four times as much pollu-

tion as cars and industrial chimneys combined, continuing in succession to 

refer to trees as a threat to the environment during and after the election 

campaign. After he occupied the White House, several journalists began 

trying to verify his claims during press conferences and televised speech-

es in an attempt to correct factual errors, but, as Dobbs (2012) points out, 

this kind of activity was not accepted by much of the public, generating a 

wave of criticism and hostility towards the verifiers, mainly from the tar-

gets of scrutiny.

Thus, and as described by Amazeen (2020), the disinformation transmitted 

in the North American political scene only began to generate more atten-

tion as of the 1990s, more specifically during the period of the 1998 North 

American presidential elections in which George H. W. Bush was elected. 

A new and already more defined type of fact-checking then emerged that 

focused essentially on the statements of political programmes and adver-

tisements, as well as on the speeches and debates that took place during 

the campaigns. However, it was not until the 21st century that the first pro-

jects fully dedicated to political fact-checking began to emerge (Amazeen, 

2020), such as Factcheck.org, launched in 2003, PolitiFact.com and the 

Washington Post’s Fact Checker in 2007. Before that, in 1994, a non-political 

fact-checking website had already been created that was dedicated to in-

vestigating urban legends and myths and publicising fraudulent schemes: 

snopes.com, and this is the oldest and largest online fact-checker in the US. 

In healthcare, the fact-checking platform HealthNewsReview.org was born 

in 2004.
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The new century brought what Graves and Cherubini (2016) define as a new 

democratic institution: independent fact-checkers, especially political ones. 

Although it was in the US that they were born and developed in a more 

numerous and specialised way, in Europe and the rest of the world, sever-

al projects dedicated to fact-checking began to emerge, mainly from 2010. 

In addition to the analysis of statements by politicians and public figures, 

which gave the motto to the creation of the first fact-checkers, a new on-

line scenario has emerged with new agents of information dissemination 

that, without media literacy and possessing, in most cases, financial and/

or political-ideological interests, generate misinformative content that, on 

a large scale, has the potential to hurt democratic institutions, especially 

during periods of elections and political crisis (Amaral & Santos, 2019).

The “post-truth” and the new gatekeeping agents

The massification of misinformation and disinformation, as well as its cir-

culation is necessarily associated with the digital ecosystem and social 

networks, media where confronted with new agents that start to circulate 

content and, in some cases, even replacing traditional gatekeepers (Singer, 

2014). 

With the emergence in the first instance of blogs and later of social media as 

networks of content (Amaral, 2016), the audience now takes an active role 

in selecting and sharing content, a task that was almost entirely reserved to 

journalists, editors and producers of the media. Before, these publics were 

limited to the function of passive receivers of news through their online 

presence. In that case, they can now interact with the already mentioned 

traditional gatekeepers (Singer, 2014).

Singer (2014) states that the public begins from the 90s onwards to have an 

active voice on new media. However, unlike what happens with journalism 

professionals, the new actors “are not affected by professional codes of con-

duct, tending rather have personal preferences and emotions as criteria for 

the evaluation and selection of the content to (re)publish” (Amaral & Santos, 

2019, p. 65).
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As Bakyr and McStay (2017) theorise, the contemporary misinformation 

and disinformation phenomena directly relates to several features of the 

modern landscape of media organisations. Thus, the two authors highlight 

five preponderant factors for the creation of a perfect storm that has massi-

fied the dissemination of false information (Bakyr & McStay, 2017, p. 5): “the 

financial decline of traditional media organisations; the growing immediacy 

of the news cycle; the rapid circulation of disinformation created by social 

media users and propagandists; the increasingly emotive nature of online 

discourse; and the increasing number of people financially capitalising on 

the algorithms used by social media platforms and search engines”.

The issue of emotionality mentioned shows the role of selective exposure, 

i.e., a theory that proves that the human mind tends to choose the informa-

tion that is aligned with its beliefs, attitudes and behaviours, and rejects 

what is contradictory (Manjoo & Porter, 2008, p. 763). It is in this scenar-

io that each individual manages, more or less consciously, to personalise 

their informational environment (Spinelli & Santos, 2018), researching and 

even elaborating content that meets their interests and beliefs, these being 

validated and often disseminated within the digital spheres in which their 

ideological peers move.

Bakir and McStay (2017) highlight the critical role of algorithms and online 

cognitive systems in the formation of so-called echo chambers – which can 

be defined as closed informational environments where ideas or beliefs are 

amplified in a defined system in which contrary and dissenting opinions 

have no place and shared information is biased and partial. The authors 

note that as a consequence of these echo chambers are created that are 

formed through the action of algorithms that are based on data collected 

about the user, such as their connections and interactions with other users 

on social media, their searches and online activity.

“By keeping each user’s digital footprint recorded, algorithms are able to 

manipulate this data – called big data – which exists on a large scale and 

is very complex for specific purposes that are defined and programmed” 
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(Amaral & Santos, 2019, p. 75). It is precisely this “datification” of personal 

information and online activity that, by allowing the creation of the afore-

mentioned echo chambers (Bakir & McStay, 2017), enhances the “bubbles” 

of information that allow “social distortion through narratives of ‘alternative 

facts’” (Amaral & Santos, 2019, p. 76).

As van Dijck (2014) suggests, despite having been adopted as a technique of 

knowledge by companies, governments and researchers who take as a basis 

this meta-data to analyse and predict human behaviour, “datification” has 

also become what she define an “exercise of faith” in the entities that collect 

the data. In this way, truth and independence “become are controversial 

notions in an ecosystem of connectivity in which all online platforms are 

inevitably interconnected” (van Dijck, 2014, p. 204).

This indiscriminate sharing of personal data and its use to manipulate in-

formation in the online environment constitutes one of the main reasons for 

the need for the intervention of fact-checkers, especially in times that are 

decisive for democratic systems, such as electoral processes, as mentioned 

above. In the next section, we analyse some of the events that determined 

a definitive transformation in the online information landscape, imposing 

the need for the use of fact-checking as a means to contain alternative facts.

The role of the 2016 US election, Brexit and the 2018 Brazilian election in 
definitively changing the disinformation landscape

Since the beginning of the 21st century, social networks have played a 

predominant role in distributing information. As Allcott and Gentzkow de-

scribe, the content that started to circulate “can be shared among users 

without significant third-party filtering, fact-checking or an editorial eval-

uation” and, thus, “an individual user, with no background or reputation, 

can, in some cases, reach as many readers as Fox News, CNN or the New 

York Times” (2017, p. 211). Social media then became a medium for the indis-

criminate dissemination of information. After the 2016 US elections, which 

pitted Hillary Clinton and Donald Trump head-to-head, the impact that  
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so-called fake news can have during electoral processes and political and 

social instability scenarios was perceived concretely. One of the main con-

clusions reached in the multiple analyses of fake news related to the 2016 

US presidential elections candidates is that the most popular fake news was 

shared with a much more significant reach when compared to the main 

news from reliable media (Silverman, 2016).

Moreover, it is noteworthy that the main fake stories circulating in the 

months preceding this election had a clear bias favouring Donald Trump 

most of the time. As a result, he would be elected over his opponent, Hillary 

Clinton (Silverman, 2016; Allcott & Gentzkow, 2017). For example, among 

the fake news that achieved the most significant reach on Facebook, meas-

ured through a total number of shares, reactions and comments, were the 

alleged news that Pope Francis had released a statement showing his sup-

port for Trump’s candidacy or the various fake news stories that associated 

Hillary Clinton, through the alleged release of emails, with the sale of arms 

to Middle Eastern terrorist groups (Silverman, 2016). As Silverman and 

Singer-Vine (2016) conclude, many of those who encountered the fake news 

effectively believed them, so there is a clear relationship between their 

dissemination and the achievement of a specific electoral result, Donald 

Trump’s victory. 

Only later, in 2018, the scandal that linked the Cambridge Analytica (CA) 

company to the 2016 US election broke. It was made public that the compa-

ny had collected personal information from millions of registered Facebook 

users without their consent. A team of researchers developed an applica-

tion that included a personality and social network activity questionnaire 

whose results were shared with the information technology company 

(Rehman, 2019).

In the same year that this personal data disclosure scandal came to light, 

in 2018, Jair Bolsonaro entered the presidential election race in Brazil. 

Presenting himself as a conservative candidate, he focused much of his 

campaign on social media. In addition to Facebook, WhatsApp was one of 
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the communication channels with the most significant influence on the 

Brazilian electorate (Ituassu et al., 2018). An article in El País, published 

at the end of September 2018, discloses the results of monitoring carried 

out on the public groups of Brazilian voters on WhatsApp for three weeks. 

The analysis concludes that there were, at that time, at least 100 groups 

supporting the candidate, in which there was a predominance of fake news 

that appeared to be reliable, videos that presented themselves as demysti-

fying the negative information circulating about Bolsonaro, as well as fake 

support from national and international celebrities for the candidacy of the 

then federal deputy (Benites, 2018).

Maranhão Filho and colleagues highlight the fake news circulating about 

the “gay kit”, so pejoratively nicknamed, gender ideology. Two days before 

the second round of the presidential elections, the Superior Electoral Court 

(TSE) ordered the president to eliminate videos on Youtube and Facebook in 

which he associated a book entitled “Aparelho Sexual e Cia”. Bolsonaro ar-

gued that both this book and the whole project and discussion of such topics 

with children “would stimulate not only early sexual interest in children 

but also paedophilia – which obviously intended to provoke in his audience 

a feeling of social dread and demonisation of the enemy to be combated: the 

book falsely linked to the ‘gay kit’” (Maranhão Filho et al., 2019, p. 74). In 

2018, Brazil was the third country globally with the most users on Facebook 

and the sixth on Twitter. In total, more than 110 million users were available 

to receive unverified information coming from a wide variety of channels 

(Ituassu et al., 2018). According to Arnaudo (2018), even before the 2018 

presidential elections, online electoral propaganda, through bots and algo-

rithms, already played a relevant role in the Brazilian political system. 

In addition to the two electoral processes already mentioned, an event that 

definitively marked the evolution of information distribution and verifica-

tion – Brexit – also stands out. The United Kingdom’s exit process from the 

European Union (EU) included a referendum held at the end of June 2016. 

More than 17 million Britons, i.e. 52% of voters, voted in favour of the coun-

try’s exit from countries’ economic and political union.
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In the days leading up to the referendum, social media trends – number of 

posts, shares and reactions – favoured a vote in favour of Brexit, “which em-

bodied a narrative contrary to reputable polls and traditional media outlets” 

(DiFranzo & Gloria-Garcia, 2017, p. 2). Many of the social media accounts, 

created with the exclusive purpose of disseminating information conven-

ient to promoting the country’s exit from the EU, disappeared immediately 

after the English went to the polls in 2016 (Bastos & Mercea, 2019).

Current state and future of fact-checking

According to the latest count of fact-checkers carried out by Duke Reporters’ 

Lab1, in December 2021, there were 341 fact-checking projects active world-

wide. These fact-checkers are identified in at least 102 countries2, i.e. more 

than half of them in total. The research centre has been providing annual 

reports since 2014, and since that year, the upward trend in fact-checking 

activity worldwide has been visible.

In 2019, the peak of this record was reached. In just one year, 72 new 

fact-checkers were launched. However, in 2020, growth slowed significant-

ly, with only 36 new projects emerging worldwide, the lowest annual record 

since these censuses have been conducted. The Reporter’s Lab (Stencel 

& Luther, 2021) presents as a potential justification for this slowdown of 

the pandemic situation, which, while further accentuating the need for 

fact-checking activity, has also hindered the development of projects, given 

the successive isolation situations that have occurred in most countries. In 

this report, Stencel and Luther (2021) refer to the intensive coverage of the 

pandemic caused by the new coronavirus. This topic dominated the content 

of most fact-checking platforms around the world. At least five fact-checkers 

were already identified who were dedicated to verifying claims related  

 

1.  The Duke Reporters’ Lab is a research centre at Duke University’s Sanford School of Public Policy 
dedicated to analysing the world of fact-checking and other areas of journalism. Available at https://
reporterslab.org/
2.  Reporters’ Lab runs an interactive database of fact-checking websites worldwide. Available at: 
https://reporterslab.org/fact-checking/
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to health and medicine. However, as described in the report, “the pandemic 

transformed virtually every fact-checking operation into a team of health 

journalists” (Stencel & Luther, 2021, p. 1).

According to Arnold (2020), the automation of the fact-checking process is 

observed with scepticism by several practitioners in the field: “Many be-

lieve that the concept of ‘automated fact-checking’ is intended to automate a 

process that requires human interpretation – such as weighing the credibil-

ity of facts or recognising satire” (p. 7). Many practitioners and researchers 

understand that verifying a given fact requires intuition and creativity that 

a purely automated process cannot achieve (Graves, 2018). In this way, 

and according to Nakov et al. (2021), a double challenge is set to Artificial 

Intelligence development professionals for this area: “First, to develop practi-

cal tools to solve problems that fact-checkers face and second to demonstrate 

their usefulness for the daily work of these professionals.” (p. 2).

The role of fact-checking in combating disinformation on the Covid-19 
pandemic

In Portugal, the misinformation phenomenon about Covid-19 started 

weeks after confirming the first infected person in the country. The report 

“Information and Disinformation about the coronavirus in Portugal”, car-

ried out by researchers from ISCTE’s Media Lab project, analyses how, in 

an initial phase, the Portuguese reacted to the outbreak on the social net-

works and in search engines.

One of the study’s main conclusions is that, at the beginning of the prolif-

eration of the disease in Portugal, there was “a moment of strong spread 

of disinformation via WhatsApp, mostly based on audios” (Moreno et al., 

2020, p. 40). Voice messages in Portuguese in which the author presented 

himself as a doctor, nurse, other health professionals, or even a close rela-

tive of one of these professionals became viral. The information transmitted 

was related to the supposed concealment of the actual number of disease 

cases, reports of crises in hospital units and even the confirmation of the 
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first fatalities of the disease in Portugal (Moreno et al., 2020). Thus, in the 

study promoted by ISCTE, it is found that this first disinformative event and 

its viral dimension can be justified through the “credibility that health pro-

fessions have in Portuguese society”, since, in this case, “for the ordinary 

citizen, a message shared on WhatsApp by a health professional assumes 

the same weight of authority as the one that occurs in a consultation or face-

to-face interaction” (Moreno et al., 2020, p. 40). 

The absence of a cure through scientifically proven therapeutic methods or a 

vaccine against Covid-19 has turned social distancing into the most effective 

weapon against the spread of the disease. On social media, the consump-

tion and production of content were promoted by these periods of social 

isolation that millions of individuals faced over several weeks (Rodrigues, 

2020). At first, at least in Portugal, communities and groups were created, 

mainly on Facebook, which intended, with good intentions, to share valid 

information about the pandemic and create spaces to clarify doubts, even 

counting on the participation of health professionals (Moreno et al., 2020). 

However, it did not take long before social media became a stage for all and 

any misinformative and often conspiratorial content about Covid-19.

Fact-checkers as a means of moderating and stabilising information on 
Covid-19

Luengo and García-Marín (2020) contend that independent fact-checkers 

have, in the current pandemic context, a mediating role between public au-

thorities and the public “by separating facts from inaccurate information 

and classifying pieces of information as false, misleading, distorted or de-

contextualised” (p. 425). Moreover, in a context of widespread mistrust and 

doubt, such as that experienced at the beginning of the pandemic and which 

has continued, information verification and evaluation by fact-checkers 

are ultimately able to delay rumours and viral conspiracies and mitigate 

their effects, and may even become important ‘symbols of truth’ once they 

are shared massively, as is easily the case with disinformation (Luengo & 

García-Marín, 2020).
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Case study: Analysis of fact-checks on Covid-19 published by Polígrafo

Polígrafo fact-checker published its first Covid-19-related article on 27 

January 2020, more than a month before the first case of the disease was 

confirmed in Portugal. At this time, the main focuses of the coming tor-

rent of disinformation were the origin of the still unknown virus and the 

emergence of multiple conspiracy theories that crossed political-economic 

interests with the development of vaccines and treatments against the 

outbreak of the new coronavirus that started in the city of Wuhan in 

central China.

Inspired by pioneer North American fact-checkers, such as Politifact, 

Polígrafo was, since its creation, mainly focused on producing content 

related to verifying statements made by politicians/public figures and pub-

lications on social networks to the Portuguese political and socioeconomic 

panorama. Although international and health topics have always been on 

the radar of Polígrafo, they did not comprise, before February 2020, such 

a large slice of the newspaper’s production as that seen over the last few 

months.

Next, we analyse the fact-checking articles published on the website of the 

Polígrafo between September and January 2020, due to its relevance in 

changing the disinformation landscape with the evolution of the pandemic 

situation in Portugal and the approval of the first vaccine against Covid-19.

Methods

This study aims to analyse the fact-checks performed by the fact-checking 

online newspaper Polígrafo, specifically the cases in which fact-check-

ing is directly related to the Covid-19 pandemic. By being anchored on a 

qualitative-quantitative content analysis methodological approach, the 

study sought to answer the following research question: 

RQ: How did the evolution of the pandemic in Portugal influence the fact-

checks on Covid-19?
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We then created a database of all articles directly associated with the new 

coronavirus, which were published on the website of the fact-checking 

Polígrafo between 1 September 2020, and 31 December 2020. Thus, the 

absolute number of fact-checks carried out in the first stage in each of the 

four months referred (N= 463) was counted, regardless of the topic treated. 

Subsequently, the number of articles that addressed topics unequivocally 

related to the Covid-19 pandemic was calculated relatively (N= 160), encom-

passing national and international topics. Next, the multiple origins of the 

information that set the tone for the verification were considered. The alle-

gations that Polígrafo analysed during this period came from social media, 

public figures (primarily political figures) and suggestions from readers. 

Therefore, the data collected and processed shows the predominance of the 

origin of the facts subject to verification.

The research is also about the ratings assigned to the fact-checks on 

Covid-19, according to the Polígrafo scale that comprises seven levels. In 

addition, monthly and total analysis is made of the number and percentage 

of articles assessed with each classification. These data allow us to observe 

the evolution of the veracity of the content assessed by Polígrafo in the last 

four months of 2020.

The diversity of sub-themes that can be highlighted within the universe of 

the pandemic caused by SARS-CoV-2 and the information circulating on it 

is vast. Thus, it deserves a concrete analysis that allows establishing some 

of the disinformative trends. Therefore, based on qualitative content anal-

ysis (Bardin, 2008), in this study, seven categories were created from the 

reading and interpretation of each of the 160 fact-check articles: statistical 

data on Covid-19 (1), therapeutic methods (2), tests to detect the disease (3), 

measures to contain the pandemic (4), means of contagion (5), masks (6) and 

vaccines (7).

The data was collected between 10 and 12 September 2021. The collection 

was performed manually on the back office platform of the newspaper that 

acts as an archive of all articles published on the website.
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Results

Firstly, the total number of fact-checking articles carried out and published 

by Polígrafo in September, October, November and December 2020 was 

analysed. The numbers vary between 114 and 117 fact-checks per month. 

During these four months, and as it occurred since the end of January 

2020, the Polígrafo developed a significant amount of fact-checks to verify 

information about Covid-19 and other aspects and topics related to the dis-

ease the pandemic situation experienced in the country and the world.

Thus, and as shown in Figure 1, in September 2020, 35 fact-checks about the 

new coronavirus were published on the newspaper’s website. There was an 

upward trend in the two following months, with 40 articles in October and 

45 in November 2020. However, there was a slight decrease in December 

2020 compared to the previous month – 40 articles related to the pandemic 

were posted.

Figure 1 - Total number of fact-checks and relative number of fact-checks on Covid-19 
between 1 September and 31 December 2020

In September 2020, 30% of the checks carried out by Polígrafo had 

SARS-CoV-2 as a theme. In October 2020, of the 117 articles published on 

the website, 35% belonged to this category, and in November 2020, the 



The role of fact-checking in fighting the ‘infodemic’ of disinformation 
on Covid-19: a case study of Polígrafo252

percentage increased to 38%. Finally, in December 2020, 35% of fact-checks 

were again published on Covid-19. The percentages shown can be visualised 

in figure 2.

Figure 2 - Percentage of fact-check articles on Covid-19

Also noteworthy is the monthly average of fact-check pieces on Covid-19, 

which was, during these four months, 40 articles. Also, on average, this 

type of content accounted for 35% of the total number of fact-checking arti-

cles published on the Polígrafo website.

It was possible to distinguish five origins of the information on Covid-19 ver-

ified during these four months: Facebook, Twitter, WhatsApp, statements 

by public figures and, finally, suggestions from readers. Facebook was the 

space from which much of this content arrived. It is evident, observing fig-

ure 3, the increase in the number of articles based on information present 

in this social network over the four months. If this growth was slight and 

gradual between September and November 2020, registering an increase 

from 21 to 28 articles. In December 2020, almost all the checks (93%) were 

carried out from publications flagged on Facebook, a fact that can be ex-

plained by the wave of misinformation about the vaccines.
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Figure 3 - Number and percentage of fact-checking articles on Covid-19

Both Twitter (8 articles) and WhatsApp (3 articles) were residual origins for 

the information analysed by Polígrafo. In fact, over the four months, only 11 

articles, out of a total of 160, were based on posts on these social platforms.

Regarding the verification of statements by public figures about Covid-19 

(22 articles), there was a decreasing trend over the four months, from 

20% in September to 8% in December. A contrary trend can be observed 

between the increase in verifications originating from Facebook and these 

statements.

In September and November, reader suggestions (15 articles) had a higher 

number and percentage of articles based on them. In October, two articles 

were published based on the information disclosed through this type of pro-

posal, which constitutes 5% of the total number of verified facts. However, 

this source of information was not represented in December, as there were 

no articles with this source during this period.
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Figure 4 - Number and percentage of fact-check ratings on Covid-19 for September, October, 
November and December 2020

Fig. 4 shows the number and percentage of articles assessed with each 

classification. In all months analysed, the evaluation with the highest ex-

pression was “false”, always recording a percentage equal to or above 40%. 

The months of October and December stand out in which, coincidentally, the 

percentage of articles whose analysis was concluded as false reached 65%.

Regarding the attribution of the “true” seal, which is limited to unequivocal-

ly correct information, in each month, it never exceeded 30%. Of note was 

December, when only 5% of the content checks were classified as entire-

ly accurate. Intermediate ratings, which respond to more complex factual 

issues, where not all information is false or true or, for example, is only in-

complete or out of context, showed only slight variations during the period 

under study.
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Figure 5 - Number and percentage of ratings assigned to the total fact-checks on Covid-19 
published between 1 September and 31 December 2020

Evaluating the data of the fact-check ratings under analysis (N=160) in an 

absolute way, in the total of the four months, which can be seen in figure 

5, 86 fact-checks were rated with the “false” stamp, which corresponds to 

54% of the total content produced on Covid-19 in this period, or more than 

half. The ‘pepper on the tongue’ rating, which represents the last degree of 

falsehood on the Polígrafo scale and which is, of necessity, used sparingly 

as it only applies “when the evaluated information is outrageously false”, 

was applied in only nine articles during these four months. A total of 28 

articles, which corresponds to 17% of the total, were developed from infor-

mation considered true. As for the remaining assessments, 16 ‘true, but...’ 

and 16 ‘inaccurate’, i.e. each of them represents 10% of the total number 

of fact-checking articles on the new coronavirus. Only five articles were 

assessed with the labels ‘decontextualised’ and ‘manipulated’, which may 

be since the introduction of these levels in the assessment scale is recent. 

Also, to the level of specificity of the assessment since this only applies to 

multimedia content in the case of the ‘manipulated’ classification.
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As previously mentioned, seven thematic categories were developed 

that include content related to statistical data on Covid-19 (1), therapeutic 

methods (2), disease detection tests (3), pandemic containment measures 

(4), means of contagion (5), masks and vaccines (7). The “other” category 

groups all the articles that, due to their specificity, do not fit in any of the 

categories mentioned.

Topic September October November December

Statistical data 4 11% 4 10% 6 13% 4 10%

Therapeutic methods 2 6% 3 8% 5 11% 3 8%

Detection Tests 5 14% 3 8% 2 4% 3 8%

Pandemic containment measures 4 11% 10 25% 13 29% 3 8%

Means of contagion 10 29% 1 3% 4 9% 1 3%

Masks and vaccines 4 11% 8 20% 5 11% 1 3%

Others 1 3% 3 8% 5 11% 23 58%

Table 1 - Distribution of fact-checks on Covid-19 carried out between 1 September and 31 
December 2020 by topic

Table 1 shows the number and percentage of articles distributed by the re-

spective topics in each month that are part of this analysis. In September, 

the Covid-19 category most worked on by the Polígrafo was the means of 

contagion, which filled 29% of the production. In the two following months, 

October and November, the percentage of checks carried out that focused 

on pandemic containment measures stand out, at 25% and 29%, respective-

ly. In December, a very significant percentage of fact-checks had vaccines 

against the new coronavirus as their main topic, around 58%, more than 

half of the total for the month. The production of content related to this last 

topic evolved increasingly throughout the four months. In September, only 

3% of check pieces had vaccines as their theme, a percentage that increased 

to 8% in October and 11% in November, having escalated substantially in the 

last month of the year.

As for the topics of statistical analysis and therapeutic methods, there is a 

consistency in the number and percentage of checks in which they figure 
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as the main content to be reviewed. Over the four months, the number of 

pieces based on these topics ranged from two to six. The categories ‘conta-

gion’ and ‘masks’ showed a downward trend, albeit with slight variations 

between months, both registering the percentage of 3% of the total articles 

in December.

September October November December Total

Experts 11 31% 15 38% 22 49% 23 58% 71 44%

Official Information 20 57% 15 38% 15 33% 15 38% 65 41%

Scientific Articles 20 57% 28 70% 28 62% 28 70% 104 65%

Table 2 – Percentage and number of the sources articles in which the different verification 
methods were used in September, October, November and December 2020

Consultation of articles and other pieces of scientific research was, during 

the four months analysed, the most frequently used method in the checks. 

In total, it was recorded in 104 articles, about 65% of the total checks on 

Covid-19 (N=160). That is, it is understood that, in most cases. However, fact-

checks could rely on other sources. They were based on scientific evidence 

present in studies or other types of research pieces that solidify the check-

ing process to the journalist and works as documentary evidence that can 

be consulted and analysed by the recipients of the articles. Regarding the 

contact and subsequent citation of health experts and, more specifically, 

Covid-19, an upward evolution is shown in Table 2. In September, the num-

ber and percentage of articles in which the Polígrafo interviewed experts to 

obtain clarifications was 31%. In October, it was 38%, and in November, it in-

creased to 49%. Finally, in December, the use of this type of source reached 

58%. Regarding the last month of 2020, it is important to relate these con-

tacts with experts and the predominant verification of the topic of vaccines 

observed in the previous section.

The consultation of official information and/or the contact with health 

authorities, which includes, for example, the analysis of statistics on the 

pandemic evolution, requests for clarification from the Ministry of Health 

or the search for directives and guidelines from national and global health 
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entities, was carried out in 41% of the articles, i.e. 65 of them. Therefore, the 

evolution of the use of this source can be characterised as fluctuating, with 

ups and downs throughout the four months.

Conclusions

The results achieved with this case study present multiple conclusions and 

verify several misinformative trends. Firstly, regarding the overall analysis 

of the fact-checks on Covid-19 published by Polígrafo between September 

and December 2020, there is a progressive increase in the number of ver-

ification articles dedicated to Covid-19, reaching a peak in November and 

registering a slight decrease in December. This growing trend of disinfor-

mation analysis by Polígrafo is directly proportional to the evolution of the 

pandemic situation in the country, namely the increase in the number of 

newly detected cases of the disease, as can be seen by consulting the data 

made available by the Directorate General of Health. On 16 November 2020, 

a total of 8,371 new daily cases were registered, this being the peak of the 

four months under analysis in this study. In November, the highest num-

ber of fact-checks on the new coronavirus carried out and published by the 

Polígrafo was recorded: 45 fact-checks which, in that month, constituted 

38% of the newspaper’s total production. We conclude then that there is a 

direct relationship between the worsening pandemic situation and the veri-

fication of information by the Polígrafo.

Regarding the source, a significant amount of information to be analysed 

and evaluated comes from Facebook, registering the prevalence of this 

origin of fake news in all months. Firstly, this is justified by Polígrafo’s 

partnership with Facebook since 2019. Furthermore, the easy access to 

contents that were previously flagged as suspicious of containing false or 

misleading information by the social network means that, automatically, 

the fact-checking platform has privileged access to them. In addition, rep-

licating false information by the various social networks occurs regularly. 

Therefore, in the Polígrafo article, the verification of the content on Facebook 

is more clearly marked and does not exclude the possibility of information 
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being circulated in other social networks. Thus, justifying the low number 

of analysed information that arrived from Twitter and WhatsApp.

In the case of suggestions from readers, it is not possible to establish a pat-

tern of the evolution of this source of information. September and November 

were the months in which there was a more significant number and per-

centage of articles based on the proposals of those who read the Polígrafo. 

These suggestions for the newspaper’s production depend on their relevance 

and editorial options. The fact that there is no record of checks made based 

on suggestions in December may be related to the fact that much of the 

content suggested to the Polígrafo by users is already previously identified 

by Facebook, as observed in the data presented. This registered a decrease 

over the four months regarding verifying statements from public figures 

about Covid-19. As already mentioned, there is a decrease proportional to 

the increase in verifications originating from Facebook, i.e., one justifica-

tion for this can only be the editorial choices made, prioritising the analysis 

of misinformation on social networks, another is the moderation of public 

communication about the pandemic situation in the country.

On the other hand, the analysis of the evaluations attributed to the fact-check-

ing pieces included in this study also allows us to reach several conclusions. 

The first is that the ‘false’ classification was the most used every month. It 

is natural that, since the genesis of Polígrafo and fact-checkers, in general, 

is the intention of “keeping lies out of the public space”, the majority of arti-

cles necessarily deal with verifications that end up being concluded as false 

or with a certain level of falsehood. If we look to the totality of the articles 

under analysis, only 17% were classified as entirely true and 10% as being 

‘true, but’.

In summary, it is concluded that there is an evident influence of the Covid-19 

pandemic evolution in Portugal on the fact-checking articles carried out by 

Polígrafo in the last four months of 2020. The number of fact-checks, em-

phasising those classified as false, about the new coronavirus increased 

as the number of people infected by the disease in the country increased. 
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Furthermore, the arrival and advance of the winter season accentuated 

the risk of hospital overcrowding and the need to implement measures to 

contain the disease. Thus, the anger of many towards the rules that were 

imposed boosted the sharing of misinformation about the virus on social 

media. Moreover, there was a sudden change in the Covid-19 disinformation 

landscape in December. Most of the fact-checking pieces analysed having 

Covid-19 vaccines as the object of verification, a definite shift towards what 

would become one of the main focuses of disinformation about the disease.

In a mediatic ecosystem where the risk of sharing and receiving false in-

formation is high, concrete solutions are needed to extinguish or mitigate 

the effects of this constant exposure. In the long term, an actual effort on 

media literacy and its integration into educational programmes, offering 

the youngest the tools to enable them to be their fact-checkers, seems to be 

the most definitive solution and the least immediate. Therefore, the role of 

media and fact-checking platforms is considered crucial, despite their lim-

itations, in the action of verifying disinformation, not only from a primary 

point of view, through the analysis and integration of information in a rating 

scale that assesses its level of veracity, but also by making available to the 

public the verification methods and tools used by fact-checkers which, in 

many cases, are accessible to ordinary citizens. In other words, it is nec-

essary to demonstrate that just as there is tremendous ease in sharing and 

accessing information, it is also relatively simple for each individual to act 

as their verifier, basing their shares on the news from reliable media out-

lets, using free image verification programs or consulting scientific articles.

From the creation of the first projects in the 1990s and early 21st century 

until now, fact-checking journals have developed in number and size and 

the ability to verify information on and off social media. The Covid-19 pan-

demic has, however, posed new challenges to this activity. The emergence 

of a new disease, about which little was known and little scientific literature 

existed, meant that the information circulating was inaccurate and diffuse 

from very early on. Fact-checkers had to adapt quickly and practically to 

a new disinformative reality based on health and science, and areas not 
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always worked on with the most remarkable regularity. Using infectious 

disease specialists, pulmonologists, and public health doctors as sources 

and consulting information issued by governments and health authorities 

have become a daily routine for fact-checkers worldwide. Through the em-

pirical study carried out based on the verification articles conducted by 

Polígrafo in the last four months of 2020, it is possible to observe the dis-

informative flows and how they related to the evolution of the pandemic 

outbreak in Portugal and the world. It was found that the vast majority of 

the verified information was classified with a certain degree of falsity and 

that, at least in the case of Polígrafo, the primary medium where the ana-

lysed disinformation circulated was Facebook. 

From the data analysed, we contend that it will be essential to invest in the 

development of automated tools and programs that assist the fact-checkers 

activity, always bearing in mind the limitations that these processes may 

have. Nevertheless, more urgent is the need to integrate into schools cur-

ricula subjects on media literacy and, for example, considering the specific 

case, health literacy, in both formal and informal learning.
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Introduction

Since the beginning of the Covid-19 pandemic, the world 

has faced a surge of disinformation about the virus on 

social media. This issue has not only captured the at-

tention of governments and institutions in different 

countries but also brought to light the debate over the 

responsibility of social media companies for allowing 

health disinformation to circulate on their platforms. 

Some of these companies, such as Facebook, for ex-

ample, took action by partnering with fact-checking 

agencies and creating ways for its users to flag disinfor-

mation. Boosting fact-checking circulation and using it 

to debunk falsehood were common actions from plat-

forms to try to mitigate the disinformation problem. 

Fact-checking connects the investigation of the accu-

racy of the content to the debunking of problematic 

posts. The number of specialized agencies and outlets 

exploded during the last years, particularly because of 

political disinformation (Graves, 2016). Even so, the ex-

tent of its effectiveness is often discussed. Some studies 

have shown, for example, that fact-checking is no match 

for disinformation regarding the velocity of spread and 

scale (Vinhas & Bastos, 2022). Others showed that 

fact-checking content is often not able to reach be-

yond partisan identification and thus, circulates more 
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on groups that agree with it (Shao et al., 2018). Partisanship and political 

discourse seem to be an important part of the health disinformation phe-

nomenon, as we will argue in this text.

Covid-19 disinformation was potentialized by its alignment with polit-

ical discourse in social media platforms, particularly, by far-right groups 

(Rogers & Niederer, 2020). In many countries, far-right populists’ gov-

ernments and politicians acted to spread disinformation by negating the 

gravity of the pandemic and publicly distrusting vaccines. In these cases, 

their discourses frequently aligned conspiracy theories about the pandemic 

and their political agendas (many of which associated the pandemic with a 

leftist conspiracy). These discursive connections associated Covid-19 miti-

gation strategies and vaccines with populism and political ideologies, which 

fueled negationists’ postures and vaccination hesitancy (Calvillo et al., 2021, 

Recuero & Soares, 2020; Soares et al. 2021). 

Given this context, we present a case study of how fact-checking links were 

shared by groups and pages that also shared disinformation links in Brazil. 

Brazil currently has a far-right President, Jair Bolsonaro, who was also in-

volved in sharing disinformation about the pandemic and the virus (Soares 

et al., 2021). Bolsonaro also has a strong presence on social media platforms, 

with thousands of supporters who were also involved with sharing disin-

formation about the pandemic (Ricard & Medeiros, 2020). These groups 

are also associated with political extremism and populism because of their 

views on several subjects, particularly, on the Covid-19 pandemic (Medeiros 

& Silva, 2021). These characteristics provide an important situation for our 

analysis, as the Brazilian government’s negationist posture increased the 

political polarization in the country and framed the Covid-19 pandemic as 

a political issue and not a public health one (Recuero & Soares, 2020). This 

alignment allowed an increased circulation and legitimation of Covid-19 dis-

information (Soares et al., 2021). Therefore, in contexts like this, it is key 

to understand how effective social media platforms’ strategies used to mit-

igate disinformation can be. Our research questions, thus, are as follows:
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RQ 1: How does fact-checking links about the Covid-19 pandemic circu-

late among far-right groups and pages compared to other groups that also 

shared disinformation on Facebook? Do they contribute to debunking 

disinformation? 

RQ 2: Are these fact-checking links framed by posts in any way? If so, how? 

We hypothesize that, due to political extremism, fact-checking that cir-

culates on these groups is framed to support disinformation, instead of 

challenging it. To test this hypothesis, we gathered data from Facebook 

using CrowdTangle. We crawled disinformation and fact-checking links in 

Portuguese about Covid-19 which were shared by Facebook’s public groups 

and pages during 2020 and further selected those made by pages/groups 

that shared both. This original dataset of links was provided by Poynter/

IFCN. Our final dataset was composed of 860 posts with 411 unique 

fact-checking links.

Disinformation, Fact-Checking and Political Discourse on Social Media

Social media platforms have a key role in the spread of disinformation. 

Their affordances, such as the capacity to help content to spread further and 

farther in the social network; the easy replicability (Boyd, 2010); the possi-

bility to find like-minded people who will be more willing to share types of 

content; and the availability of artificial strategies such as botnets and click 

farms (Bastos & Mercea, 2019) provide the perfect environment to spread 

all types of content, including problematic ones.

Social media platforms often rely on algorithms to select content to show 

their users. These algorithms, combined with users’ actions to select con-

tent may help create an effect called an “echo chamber” (Cinelli et al., 2021). 

Echo chambers are structures of conversation on social media that mostly 

circulate homogeneous content. That means, people, select to share only 

content they agree with, which tends to be reinforced by homophily. This 

collective action of filtering content together with platform algorithms may 
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create groups where people become more exposed to similar content that 

confirm their ideological views rather than challenges them (Westerwick, 

Johnson & Knobloch-Westerwick, 2017; Workman, 2018). This phenomenon 

has been associated with the increase of political polarization and extrem-

ism, particularly, the far-right (Rogers & Niederer, 2020; Pariser, 2011). In 

these cases, extremists tend to create very clusterized groups where con-

tent is filtered to agree with the groups’ political views (Barberá et al., 2015). 

The more politically biased content that circulates, the more extreme the 

group becomes.

Because of this context, social media platforms have also been appropriated 

as means of propaganda by political extremists from the far-right (Rogers & 

Niederer, 2020), which has also boosted the disinformation spread (Tucker 

et al. 2018). Disinformation, in these cases, is used to reinforce political 

ideas. Since the Covid-19 pandemic also happened amidst political discus-

sions and polarization, political disinformation was often also connected to 

health disinformation (Recuero & Soares, 2020). Particularly, the far-right 

discourse may have fueled disinformation about the Covid-19 pandemic in 

different countries (Calvillo et al., 2020; Allcott et al. 2020). Far-right leaders 

and politicians have also used social media platforms to amplify their ideas, 

often through disinformation (Kallil et al., 2021; Galhardi et al. 2020) and 

as an information guerrilla weapon (Soares et al. 2021, Ricard & Medeiros, 

2020). Social media platforms have affordances that help these discourses 

to spread e being legitimated more quickly and broadly. Moreover, this in-

tersection between political disinformation and health disinformation was 

often marked by populists’ discourses (Recuero & Soares, 2022), which is 

why it is important to further investigate these connections.

Scholarship on populism is vast. However, many authors see a new wave 

of “far-right” populism that has emerged among traditional democracies, 

particularly in western countries, since the 70s (Jagers and Walgrave, 

2007). This new populism is often based on a “deeply conservative dis-

course” that constitutes its core identity, that focuses on (1) anti-globalism 

and nationalism, often relying on theories that claim conspiracies from the 
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“global elites” (Guimarães & Silva, 2021). Another important characteristic 

is the (2) anti-foe construction, which is built upon the otherness process, 

meaning, separating “us” (the good, virtuous people) and the others (the 

corrupted, the foes). In these cases, in-group values are superior and more 

virtuous than other values (outsiders) (Staszak, 2009). This relation of “us” 

x “others” creates a perception of being part of a group that shares the same 

characteristics (homogeneity/purity). Discourses that operate upon this 

strategy usually legitimate other processes such as exclusion, xenophobia, 

racism, etc (which Wodak, 2015, claims, is a “politics of fear”). Beeze (2020) 

points out that this process of “otherness” also creates a common enemy, 

where populist discourse can create a sense of urgency, crisis, and denunci-

ation to justify the actions that are taken. Another important characteristic 

of populist discourses is (3) the idea that the leaders are representants of 

“the people” to fight against the “corrupt elites” and the “rotten” establish-

ment (Gil de Zúñiga, Michalska & Römmele, 2020; Roudjin, 2019). Part of 

populist discourse, particularly in this scenario, is often also identified with 

authoritarianism, which means, discourses where the leader is strong and 

claims that his decisions are legitimated by “the people” (Mestres, 2021). 

These characteristics often align populist discourse with simplistic, yet 

powerful ideas that can increase people’s hesitancy to collaborate with 

public health measures, particularly in situations that most people never 

experienced, such as the Covid-19 pandemic. 

Populist strategies produce complicity with some groups while discrediting 

the ones who disagree. Barrera et al (2022) explain that far-right populists’ 

leaders use “alternative facts” as counter-narrative strategies. These narra-

tives, which often are built upon disinformation, are very persuasive. Thus, 

populists’ governments have also been connected to the spread of disinfor-

mation about Covid-19 (Stecula & Pickup, 2021), and the far-right political 

views have also been connected to a higher tendency to consume disinfor-

mation content (Baptista et al., 2021). In this scenario, populism seems to 

be deeply connected to the spread of disinformation, which is something we 

intend to explore in this research.



Framing Covid-19: how fact-checking circulate on the Facebook far-right270

This is also the current political context of Brazil. The Brazilian president, 

Jair Bolsonaro, is considered by many political scholars a far-right populist 

representative (Mendonça & Caetano, 2020; Watmough, 2021). Bolsonaro’s 

discourse was also frequently aligned with populists’ arguments, such as 

authoritarianism, otherization, nationalism, distrust of the elites, and the 

idea that his government represents “the people” (Mendonça & Caetano, 

2020; Watmough, 2021). Like many far-right leaders, Bolsonaro and his 

supporters frequently used social media to legitimize disinformation about 

the gravity of the pandemic, the lethality of the Covid-19 virus, and the vac-

cines (Soares et al, 2021; Kallil et al., 2021; Galhardi et al. 2020). He was a 

strong supporter of the idea that the pandemic mitigation strategies could 

not interfere with the economy, and that the media and health experts were 

creating panic. He also never used masks in public and defended the us-

age of ivermectin and hydroxychloroquine as the cure for Covid-19 and the 

solution for the pandemic (Ricard & Medeiros, 2020; Alcantara & Ferreira, 

2020). Brazil, is thus, one of the cases where social media users played 

an important part in spreading and legitimizing disinformation about the 

Covid-19 pandemic through a polarized political context and, especially, 

through populism.

Finally, we need to examine fact-checking’s potential to mitigate disin-

formation in such scenarios. Fact-checking, as we explained, is currently 

posited as one of the most popular strategies to fight disinformation. Initially 

viewed as a tool to hold politicians to account by enforcing journalistic 

truth-seeking practices (Graves, 2016), fact-checking has lately extended its 

scope to include verifying and correcting viral disinformation on social me-

dia platforms (Graves & Mantzarlis, 2020). This led fact-checking to grow 

increasingly popular after the US 2016 election, reaching 342 in 102 differ-

ent countries according to Duke’s Reporter’s Lab (Stencel & Luther, 2021). 

As the Covid-19 pandemic frenzied, more and more initiatives have not only 

been devoted efforts to verify potential false statements on political claims 

but also verifying health claims that can potentially cause harm to large 

populations. Thus, fact-checking has established a key role in combating 
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Covid-19 disinformation in many countries by integrating journalistic proce-

dures, truth-seeking ideals, international institutions, and their worldwide 

collaborative network.

Social media platforms have relied strongly on fact-checking as the main 

approach to challenge this type of content. Facebook, for example, has a 

specific program to support third-party fact-checking in its platform1. The 

purported intent is to boost the circulation of reliable and verified content 

while diminishing the relevance of posts classified as misleading or false 

by the fact-checkers. These programs are not devoid of dissent, as distinct 

technical, institutional, and epistemological issues take place over narra-

tives around “facts” (Vinhas & Bastos, 2022). Furthermore, Cotter et. al 

(2022) argue that, by implementing these programs, social media platforms 

consolidate the idea that what is true should be ultimately determined by 

their users, downsizing the role of journalists, experts, and authoritative 

actors in promoting reliable information. Either way, authors have claimed 

that fact-checking programs are legitimate ways for platforms to enforce 

content moderation measures, which could overall help mitigate disinfor-

mation (Gillespie, 2020).

Despite showing some promising results globally (Porter & Wood, 2022), 

studies have demonstrated that fact-checking often may not be as effective, 

particularly among politically radicalized groups (Barrera et al., 2020). 

In addition, findings by Carey et al. (2022) show that fact-checking’s pos-

itive effects against misconceptions are often undermined by contexts in 

which corrections are ephemeral in comparison to the constant flow of 

falsehoods. Authors like Shin & Thompson (2017) claim that fact-checking 

circulates with a political bias, which means, circulates more within groups 

that already agree with their content. This may implicate that politically 

radicalized groups may filter or frame fact-checking to align with their ide-

ologies, similarly to what Shao et al. (2018) argue.

1.  https://www.facebook.com/journalismproject/programs/third-party-fact-checking
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Methods

For this work, our main objective is to discuss how fact-checking links 

circulated among groups that also shared disinformation, with a focus on 

far-right groups. We want to investigate how fact-checking links circulate 

among these groups to see if they can challenge health disinformation, 

especially on extremized political groups, such as the far-right. This is par-

ticularly important since they became the main strategy used by social 

media platforms to reduce the circulation of problematic content, as we ar-

gued in the previous section. We chose far-right groups to understand if this 

content can reach politically extremist groups if it can break through echo 

chambers, as other studies have suggested they can’t. 

For this study, we chose to focus on two main points: (1) how fact-checking 

links circulate among groups that also shared disinformation on Facebook, 

particularly, the far-right political groups; and (2) if and how these links are 

framed by posts. We hypothesize that fact-checking that circulates in these 

polarized groups may be framed to increase disinformation, compared to 

other groups.

To collect data for this discussion, we relied on a dataset provided by 

Poynter/IFCN that comprises links to both disinformations about Covid-19 

and the correspondent fact-checking from associated groups all over the 

world during 2020. We used CrowdTangle to collect posts that contained 

fact-checking and disinformation links in Portuguese from public groups/

pages on Facebook. With these posts, we selected the ones from the groups/

pages that shared both (disinformation and fact-checking). Through these 

steps, we were able to collect 860 posts that contained fact-checking links 

and that were posted in groups/pages that also shared disinformation. 

Based on this sample, we examined the fact-checking posts (N=860) and 

unique fact-checking links (N=411, some links were shared several times) 

that circulated on these groups/pages. These posts were shared by 420 pag-

es/groups in this dataset. From these 860 posts, 270 had an explanatory 

text framing the link.
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To analyze the data, we worked with a three-step mixed-methods combina-

tion. First, to classify posts from the far-right and discuss disinformation 

framing, we used Content Analysis (Krippendorff, 2013). Three independ-

ent coders visited every single post and classified (1) how the fact-checking 

link was framed (if it was framed as disinformation) and (2) if the group/

page was aligned with far-right views. The far-right political classification 

was based on names that included politicians, political parties, political 

ideologies, and/or references to the far-right and conservative ideologies 

present in Brazil, as we explained in the previous section. Most of them, 

in this dataset, were connected to president Jair Bolsonaro or his support-

ers. To discuss if the fact-checking was framed as disinformation, coders 

observed how the link was posted (text, other links, etc.). In these cases, 

coders observed the association of fact-checking to leftist conspiracies and 

anti-globalism, far-right populist discursive characteristics, or the framing 

of the fact-checking as misleading content by the text in the post that con-

tained the link. These posts were read and examined by all coders. 

Cohen’s Kappa (Cohen, 1960) was 0.71 for framing (95.5% interpair agree-

ment) and 0.86 for political alignment (93.7% interpair agreement). As the 

entire dataset (860 posts) was coded by three independent coders, the fi-

nal classification was reached based on the agreement between at least 

two coders. 

For the next step, we used qualitative analysis. We used discourse analysis 

(Fairclough, 2003) to understand if and how they articulated this far-right 

populism to legitimate health disinformation. For this, we looked for the 

characteristics of populists’ discourses as explained in the previous sec-

tion (anti-foe/otherness construction, nationalism or globalism, and the 

arguments against fact-checkers as corrupt elites). This part of the analy-

sis was done over with 74 posts that included text to frame fact-checking 

as disinformation.
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Further on, on the third step, we used Social Network Analysis (Wasserman 

& Faust, 1994) to create a bipartite graph (nodes were pages/groups and 

fact-checking links) to understand connections between these pages and 

the links they shared. In this step, we wanted to observe patterns of sharing 

links between far-right pages/groups versus others. We used indegree to 

find out the most shared links by far-right pages and outdegree to find out 

which pages were the most active in sharing fact-checking links. Also, we 

examined clusters of far-right pages around fact-checking links. These links 

were further collected, and we analyzed their titles, as they are the main 

thing that circulates on Facebook posts. We wanted to understand the pat-

terns of sharing fact-checking within these groups. Because we found some 

different patterns among far-right groups (compared to other groups that 

also shared disinformation), we decided to investigate further. So, we also 

examined the five most shared links among these far-right pages (which 

were shared by at least five different pages/groups) to understand their dis-

course and how it possibly was aligned to the groups’ ideology and populist 

characteristics. This analysis was also qualitatively and was done through 

discourse analysis (Fairclough, 2003).

Results and Discussion

The results of our analysis are presented in this section. We organized our 

findings into main ones, as we will explain.

1. Fact-checking does circulate among far-right political groups, however, 

it is often framed as disinformation

To understand if and how posts were framed, we compared fact-checking 

links shared in other pages in the same dataset to the ones shared in far-right 

ones. We are trying to compare, here, pages/groups that share disinforma-

tion and fact-checking to far-right groups. Table 1 summarizes these results 

based on coders’ classification.
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Number of Posts Posts framed as disinformation Unique links

Far-right pages/groups 295 (34.3%) 74 (25.1%) 32

Other pages/groups 565 (65.6%) 10 (1.8%) 379

Total 860 84 (9.8%) 411

Table 1: Data from pages/grous and links.

For this dataset, we observed that the majority of fact-checking posts on 

all pages weren’t framed as false. The large majority circulated either with 

confirmation framing on their posts (such as, “Check this” or “Rumors”) or 

without comments. Our results show that 776 of the examined posts (90.2%) 

fact-checking was not framed as disinformation by the post. Another 84 

posts (9.8%), thus, were framed as disinformation by the pages/groups that 

shared them. These posts were largely published on far-right pages/groups.

Most posts within far-right groups/pages did not frame fact-checking as dis-

information nor included a text to deny fact-checking content. Nevertheless, 

compared to other groups/pages, far-right accounts were almost 14 times 

more likely to frame fact-checking as disinformation. In the next section, 

we discuss some of the main strategies used by those actors to frame 

fact-checking content. While we had other politically themed pages (N=225, 

53.6% of the dataset), fact-checking framed as disinformation was much 

more common among the far-right than other pages/groups of the political 

spectrum. This framing was done either by a comment subverting the infor-

mation or by circulating fact-checking aligned with the views of the group, 

often through comments. 

2. Implicit framing: Far-right pages and groups also tend to cluster around 

fact-checking links that agree with their ideological views without the 

need to frame them explicitly 

Many posts within far-right groups/pages did not contain any text along 

with the fact-checking links. Nevertheless, given the general contexts of 

Covid-related disinformation in Brazil, some of the fact-checking content 
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might have been used to “prove their points” (that the virus was not danger-

ous, for example) without any explicit framing. Based on this perception, 

we decided to investigate further. To better understand the circulation of 

fact-checking links among far-right groups, we examined the structure 

links posted on far-right groups through social network analysis. We fo-

cused on two types of nodes: pages/groups and links. Far-right pages were 

colored red (other pages were colored blue) and links were colored gray.

 Figure 1: Red nodes are far-right groups/pages, blue nodes are others and gray nodes are 

links. Size of node is given by the number of times it shared the links.

Figure 1 shows this network of pages/groups and links. Node size is defined 

by outdegree (the higher the outdegree, the bigger is the node). Outdegree 

is connected to the number of times each page shares each link. We see, 

in this picture, two patterns: (1) Big blue nodes that share several different 

fact-checking links and (2) a small cluster of red nodes that share the same 

fact-checking links. We can observe that red nodes cluster together, which 

means that these far-right nodes tend to share the same fact-checking links, 

clustering around fewer links than other that were shared by other pages. 
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We also see that most pages (from the blue nodes) share several different 

fact-checking links (and thus, these nodes are bigger).

This structure suggests that while fact-checking circulates in far-right 

groups, it appears that certain links circulate more, and others are ig-

nored. So why is this happening? The following image highlights the most 

shared links by using the indegree to adjust the size of nodes (Figure 2).  

The indegree is the number of connections each node receives. It is ex-

pected that more influential nodes would receive higher visibility from 

the network. Different from the blue cluster, the gray nodes from the red 

cluster are much bigger, thus more shared by several far-right nodes. This 

structure also suggests that far-right pages and groups have preferences to 

post certain fact-checking posts (several pages post the same link), whereas 

in the rest of the network, the structure is the opposite: few pages post sev-

eral different links.

Figure 2: Gray nodes are links, blue nodes and red nodes (far-right) are pages/groups. Size 
of node is given by the number of times it was shared.
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To investigate what was happening, we decided to focus on these far-right 

most-shared links, which have several nodes clustered around them. We 

further examined the five most popular fact-checking links that had at least 

five shares by these groups. The table below (Table 2) shows the headline of 

the most shared fact-checking within far-right groups. 

Story Link Indegree

1 “Picture that shows a large number 
of coffins is falsely attributed to 
Covid-19 deaths - it is in fact from 
Italy in 2013”

http://piaui.folha.uol.com.br/
lupa/2020/03/18/coronavirus-caixoes-
italia

63

2 “Empty coffin picture and video 
are old and have no connection to 
Amazon’s Covid-19 funeral”

http://piaui.folha.uol.com.br/
lupa/2020/04/29/verificamos-foto-
caixao-vazio-enterros-covid-19-
amazonas

26

3 “It is false that the Brazilian media 
silenced after Lula said ‘I’m happy 
that nature created this Covid-19 
monster’”

https://piaui.folha.uol.com.br/
lupa/2020/05/20/verificamos-
imprensa-se-calou-lula-ainda-bem-
monstro-coronavirus/

15

4 “It is false that elderly people who 
disrespect Covid-19 isolation will have 
their retirement suspended”

http://piaui.folha.uol.com.br/
lupa/2020/03/20/verificamos-idosos-
desrespeitarem-isolamento-covid-19-
aposentadoria-suspensa

11

5 “The video of Dr. Drauzio Varella 
minimizing Covid-19 isolation is old”

https://piaui.folha.uol.com.br/
lupa/2020/03/22/drauzio-salles-
coronavirus/

7

Table 2: Most shared stories in thefar-right network and number of times.

It is interesting to notice that, taken out of context, these fact-checking 

stories help dismiss the gravity of the pandemic. Story 1 implies that false 

images are used to create panic about the Covid-19 pandemic. While this 

story was shared mostly without a frame, in a few groups we found a con-

firming framing, such as “See how evil people are. They are spreading 

terrorism. The picture is from 2013 and has been shared as from 2020.” 

Another text was “Leftist fake!”. In this case, even though the story is 

shared as a real fact-checking link, it contributes to the discourse of the far-

right that argues that the pandemic wasn’t that serious, as Bolsonaro has 

frequently argued (Soares et al., 2021).
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Story 2 is about a mistake when someone was buried, and it is used to fight 

the criticism of politicians on the state of Amazonas as the deaths sharply 

increased and happened. In this case, very few links used textual fram-

ing, also, with confirming framing. Examples such as “This is a circus and 

will only end when the people that share this kind of content are punished! 

This didn’t happen in Amazon!”. Another one is “Picture is from 2017 in Sao 

Paolo, not Amazon.”. These texts are also not questioning the veracity of the 

fact-checking, but they imply that pictures like these are used to negatively 

frame how the Amazon state government (which is from a party that openly 

supported Bolsonaro, PSC – Social Christian Party) was in chaos, dealing 

with the sharp increase of deaths. 

Story 3 attacks a leftist leader (Lula) with a misleading title, as it appears to 

fact-check only the first part of the sentence – the media silenced. In this 

case, most of these links circulated also without framing. The ones that cir-

culate with framing often used criticism of Lula. Lula is an important leftist 

leader, who is also an ex-president of Brazil. This is also another link that, 

while confirming the fact-checking as truthful, underlined the fact that the 

left was “happy” about the pandemic.

Story 4 is used to dismiss “terrorist” media about the lockdown measures 

(people won’t be punished for breaking the lockdown). Also, while this con-

tent is true, it reinforces the idea that people could break the lockdown. 

Story 5 is used to put in a bad light a doctor that protested for more Covid-19 

mitigation measures and often criticized the federal government about the 

lack of action during the pandemic. 

These stories were shared on pages and groups that have interpretative far-

right contexts, mostly guided by Bolsonaro and his supporters (Soares et 

al, 2021; Kallil et al., 2021; Galhardi et al. 2020). In these cases, these titles 

also provoke more distrust in political elites and specialists, as well as the 

left and the media, which are also ways for far-right populists’ discourses to 

reinforce themselves (Roudjin, 2019). Thus, it is also very likely that these 

links weren’t framed because they already contributed to confirm, and not 
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challenge, the far-right populist discourse present in these groups. As we 

explained, these discourses play on characteristics of populism and the le-

gitimation by the far-right ideology.

This data suggests that not only far-right groups shared the same 

fact-checking links as they also shared links whose titles would agree with 

their political views. We describe this movement as “implicit framing”. It 

suggests that fact-checking links are selected based on how their stories 

agree or not with the discourse of the group which brings the interpreta-

tive context for the discussion. In these cases, the fact-checking wasn’t 

debunked, which means, fact-checking is biased towards the context where 

it is shared, similarly to what Vinhas & Bastos (2021) argue. 

3. Both implicit and explicit frames use populist discourse strategies

As we explained, far-right groups would largely use populists’ discursive 

strategies, particularly, otherness. Most fact-checking posts published 

by these pages would be shared with explicit framing that would oppose 

fact-checkers and the page audience (74 posts). Some examples are: “We 

need to unmask this bunch of liars!” or “Face ‘good’ says this is a lie. Do 

you believe?”. In both these phrases, there is an opposition between “us” 

(the good people) and them (the bad people), the virtuous and the bad ones 

(Staszak, 2009; Guimarães & Silva, 2021). The disbelief in the traditional 

media and platforms is also connected to this framing, as elites that should 

be questioned. Nationalism was found in three of these posts (“This is a 

national scandal! We can’t allow this in our country”). In these cases, the 

fact-checking would be connected to leftists’ conspiracies and attempts to 

destabilize the economy of the country and the “good, virtuous” govern-

ment of Jair Bolsonaro.

One example from these populist strategies was framing fact-checking 

agencies as outlets supported by the left. One case was the phrase “Look 

at the sickle lie! The true which ‘honest journalists’ of Brazil are denying!” 

which framed a fact-checking link that claimed some disinformation shared 
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by the far-right was false. In this case, the post highlights the supposed 

existence of a political alignment behind the fact-checking agencies here 

called “sickle”, a reference to the agency’s supposed alignment with com-

munism. Another framing strategy was to associate fact-checking with 

media manipulation. One example was the post “Do not trust everything 

that the Lupa agency2claims to be a lie or truth because it makes mistakes 

and ends up manipulating opinions. Research the truth yourself.” In these 

cases, we observe the ideas of conspiracies from corrupt elites as ways to 

discredit fact-checking.

When we analyzed the clusters of fact-checking links shared by the far-right 

pages. We found that these links had characteristics of populist discours-

es as well, as the links shared agreed with the ideological views of these 

groups/pages. These movements, of implicit and explicit framing, suggest, 

thus, that fact-checking that circulates on far-right groups tend to be framed 

as disinformation. Although these are not problematic contents per se, they 

are a way to increase the general discourse built by far-right disinformation 

on health. The usage of populist strategies also helps by creating distrust of 

elites and general health information, even the ones shared by fact-checking 

agencies.

These posts would share and legitimize the idea that the pandemic wasn’t 

serious, and people were being manipulated by corrupt leaders and elites to 

take action that would harm themselves (for example, using masks could 

provoke suffocation). These strategies would frame fact-checking as some-

thing misleading, used to manipulate a product from these corrupt elites 

(Gil de Zúñiga, Michalska & Römmele, 2020; Roudjin, 2019).

These processes can be associated with echo chambers (Cinelli et al., 2021). 

Because of the polarized political context, these pages and groups can be 

filtering certain types of fact-checking links, strengthen their political nar-

rative about the pandemic. There are also some “anti-foe” or “othering” 

alignments in the interpretation of these titles. Many of these fact-checking 

2.  Lupa is a fact-checking agency well known in Brazil. https://piaui.folha.uol.com.br/lupa/
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content could be read as criticism to the left and institutions and elites such 

as traditional media and scientists/leftist. In this case, the context for the 

far-right is usually to align with Bolsonaros’ views about the pandemic, 

which could explain these clusters of pages sharing fact-checking stories 

that corroborate with their views. Fact-checking is, thus, also subjected to 

polarized effects from group actions (Vinhas & Bastos, 2021) and our data 

suggest that, on politically radicalized Facebook groups and pages, it may 

not be effective (Barrera et al., 2020). 

This data supports findings from other research that show that the far-right 

political affiliation may be strongly connected to receiving and sharing 

health disinformation during the Covid-19 pandemic. 

Conclusion and implications

Our results suggest that far-right groups are much more likely to resist 

fact-checking and align these contents according to their ideology than 

other groups/pages. We found that, while fact-checking does circulate on 

politically radicalized groups for the far-right, they are often implicitly or 

explicitly framed as disinformation. 

Populist arguments also play an important part in this framing. Comments 

that discredit the press and especially fact-checking agencies, alleging a 

supposed “leftist conspiracy”, or “otherness process” have a strategic ef-

fect to maintain the relevance and circulation of disinformation and reduce 

the effects of fact-checking. Thus, discrediting fact-checking is an impor-

tant way to reassure the populist discourses that are frequent in these 

groups. Results also suggest that in other not so extremist political groups, 

fact-checking may have better effects as it circulates without framings that 

distort their content.

These results suggest that platforms need to go further than boosting 

fact-checking to challenge disinformation. Different strategies are needed 

to deconstruct the different frames used to share fact-checking in politically 
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extremized groups. This study has several limitations such as the size of the 

sample and the language. However, we believe that it shows a contribution 

to the studies of the disinformation ecosystem, discursive strategies, and 

far-right disinformation. 
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