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Abstract.	This	article	outlines	the	processes	taken	in	composing	the	piece	
man	lost	 in	the	convergence	of	 time,	a	series	of	prints	 in	which	generative	
diffusion	models	are	used	 to	abstract	video	 through	 language,	by	 initially	
removing	 the	 human	 from	 a	 film	 shoot	 at	 Avebury’s	 ceremonial	 path,	
Wiltshire	 (2022).	With	 this	work	we	seek	 to	reveal	 intrinsic	bias	 in	high-
resolution	 image	 models	 released	 to	 the	 public	 for	 appropriation,	
introducing	 sets	 of	 text	 prompts	which	 anchor	 video-to-video	 translation	
allegorical	to	science	fiction.	We	developed	a	collage	methodology	where	a	
secondary	model	 opposed	 to	 the	 diffusion	 process	 predicts	masks	 using	
dichotomous	image	segmentation,	allowing	us	to	composite	the	footage	and	
mask	to	further	diffusion	steps	recursively.	Our	series	illustrates	different	
attempts	 where	 we	 were	 successful	 in	 creating	 formal	 abstraction	 with	
semantic	 consistency	 and	 carry	 on	 a	 discussion	 on	 possible	 futures	 of	
experimental	 compositing	 techniques	with	 CLIP-guidance	 conditioned	 by	
field	 recordings.	We	acknowledge	our	work	promotes	 reinterpretation	of	
space	in	moving	image,	as	it	has	been	in	different	generative	model	contexts.			
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1 Language-guided	diffusion	

Deep	 generative	 models	 have	 been	 proved	 very	 efficient	 at	 generating	 data	
according	to	a	learned	representation	[5].	After	learning	procedures	compute	new	
data	 as	 a	 possible	 distribution	 sample	 and	 in	 themselves	 hold	 a	 simulation	 of	
multiple	dimensions,	representing	found	features	[8].	Image	diffusion	appears	as	
a	 successor	 of	 other	 generative	models	 able	 to	 produce	 new	 image	 frames	 by	
synthesis	 according	 to	 natural	 language	 text	 [10].	Models	which	 translate	 text	



2	

prompts	into	new	image	data	promote	what	in	the	AI	community	is	understood	as	
multimodality	 [13],	 often	 with	 two	 different	 model	 architectures	 which	
interoperate	via	embeddings	[14].	This	research	targets	the	condition	of	frame-by-
frame	 diffusion	 as	 a	methodology	 of	 abstraction;	 see	 [15]	 for	 contrasting	 still-
image	techniques.		

2 The	human	figure	as	visual	condition	

The	human	figure	has	been	paramount	in	image	work	using	generative	models,	
namely	adversarial	networks	[3].	As	a	focus	of	both	composition	and	production,	
human	body	is	somehow	represented	in	large	datasets	to	train	vision	models	[16].	
Image	diffusion	models	are	able	 to	compute	sets	of	 frames	according	to	sets	of	
text-prompts	 through	 embedding	 and	 coordination,	 see	 [11],	 and	 this	 allows	
practitioners	 to	 adapt	 personal	 longform	manuscripts	 and	 generate	 new	 short	
films	having	natural	language	define	how	the	picture	should	look	like	and	how	it	
develops	 in	 time;	 see	 Harun	 Farocki	 on	 the	 construction	 of	 worlds	 [2].	 Using	
models	 to	 produce	 moving	 image	 is	 to	 leverage	 a	 computer	 system	 as	 a	
synthesizer	 of	 new	 data	 according	 to	 a	 learned	 reference,	 being	 these	models	
many	times	rough	simulations	of	the	human	brain’s	structure	and	behavior	[7].	
We	draw	on	their	ability	to	find	similarities	and	reference	different	aspects	of	the	
world	as	scientific	representation,	even	if	they	exist	by	their	failure	in	practice	[6].	
Through	training,	independently	and	with	divergent	data	types,	minimise	a	loss	
and	fit	until	a	representation	is	accurate;	with	our	work,	we	explore	multimodality	
as	a	limit	to	be	defined	by	the	feedback	of	models	interacting	together:	both	the	
language-image	mapping	 through	 CLIP-guidance	 but	 also	 adding	 a	 secondary	
dichotomous	segmentation	procedure	[12]	every	frame	of	a	produced	film	shoot.	
We	removed	the	main	human	figure	from	each	shot	to	then	develop	a	compositing	
technique,	embracing	added	failure	on	a	topic	which	proved	to	be	biased	in	the	
past1.	 To	 illustrate	 a	 simple	 CLIP-guided	 diffusion	 procedure	 conditioned	 by	
estimated	masks	we	provide	three	examples	(see	Fig.	1);	the	extraction	from	the	
original	frame	with	a	minor	diffusion	for	diagram	interpretability	(perceptually	
adding	color	not	found	through	camera)	and	a	final	merge	with	the	original.	
	

 
1	See	Salaf	(2020)	by	Nouf	Aljowaysir,	where	the	author	tries	to	erase	colonial	echoes	of	
classification	in	AI	systems	using	this	rationale,	creating	an	absent	dataset.	We	build	on	
this	removal	as	to	cancel	the	human	from	the	image,	in	our	case	to	then	diverge	into	new	
images	by	enforcing	language	descriptions.		
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Fig.	1.	Three	compositing	examples	with	predicted	masks	on	three	different	locations.	

3 Procedures	and	frame-set	compositing	

We	provide	an	implementation2	which	one	can	build	upon	and	composite	their	
own	 datasets	 to	 condition	 new	 diffusion	 procedures,	 working	 with	 a	 torch	
compute	 graph	 using	 open	 implementations	 of	 both	 segmentation	 and	 CLIP-
guided	diffusion	 [10,	 17].	 Given	 an	 input	 image	 I(𝑥, 𝑦)	 ,	 a	 binary	mask	M(𝑥, 𝑦)	
representing	the	human	figure,	and	the	output	 image	O(𝑥, 𝑦)3,	 the	binary	mask	
M(𝑥, 𝑦)	is	obtained	algorithmically.	At	25	FPS	(frames	per	second),	the	equation	
has	to	be	applied	every	1/25	=	0.04	second	(40	milliseconds)	to	create	real-time	
video	output:	

 
𝑂(𝑥, 𝑦) = 𝐼(𝑥, 𝑦)	 ∙ 	 (1 −𝑀(𝑥, 𝑦)) + 𝐶 ⋅ 𝑀(𝑥, 𝑦) 

 
To	understand	this	procedure	as	initial	in	the	actual	diffusion	we	propose:	the	

output	 image	O(𝑥, 𝑦)	 from	the	compositing	process	be	 the	 initial	 frame	 I′(𝑥, 𝑦),	
where	 the	 goal	 is	 to	 generate	 a	 final	 image	 F(𝑥, 𝑦)	 that	 matches	 the	 desired	
properties	specified	by	a	textual	prompt	𝐏.	Each	diffusion	step	generates	a	series	
of	intermediate	images	I′(𝑥, 𝑦, 𝑡)	where	t	represents	the	diffusion	timestep.	If	the	
generation	process	is	guided	by	minimising	the	loss	function	L,	which	measures	
the	discrepancy	between	the	generated	image’s	features	and	the	desired	features	
specified	by	the	current	text	prompt	P,	the	loss	function	can	be	defined	as:	

 
2	https://github.com/luisArandas/guided-diffusion-segm-collage.	
3	Being	that	x,y	are	pixel	coordinates	and	let	C	be	the	color	of	the	human	figure	in	the	output	
image	(white	in	this	case,	so	C	=	255	for	an	8-bit	grayscale).	
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𝐿(𝐼′(𝑥, 𝑦, 𝑡), 𝑃) 	= 	𝐷(𝐶(𝐼′(𝑥, 𝑦, 𝑡)), 𝐶(𝑃)) 
 
Here,	D(𝑎, 𝑏)	represents	a	distance	metric	between	two	feature	vectors	𝐚	and	

𝐛,	 and	 C(I)	 and	 C(P)	 represent	 the	 image	 and	 text	 prompt	 feature	 vectors,	
respectively,	obtained	from	the	CLIP	model	embedding.	The	CLIP-guided	diffusion	
process	involves	iteratively	updating	I′(𝑥, 𝑦, 𝑡)	to	minimise	𝐋,	ultimately	yielding	
the	 final	 image	 F(𝑥, 𝑦)	when	 the	 process	 converges.	We	 denote	 the	 high-level	
description	 of	 our	 process	 as	 example	 that	 doesn’t	 cover	 all	 the	 mechanisms	
inherent	to	actual	implementation,	e.g.	optimising	the	loss,	see	[4].	

4 Revealing	through	translation,	a	contemplative	realm	
that	no	one	really	sees	

We	 produced	 a	 series	 of	 prints	man	 lost	 in	 the	 convergence	 of	 time	 using	 the	
mentioned	procedures	over	a	shoot	in	Avebury	(Wiltshire,	2022)4,	contemplating	
the	idea	of	morphological	transformation	through	the	help	of	language;	see	[18]	
on	video-to-video	synthesis.	By	acting	on	generative	models	we	rely	many	times	
on	 sampling	 compressed	 representations	 with	 multiple	 dimensions,	 which	
themselves	 have	 been	 appropriated	 in	 production	 by	 defining	 trajectories	 [1].	
Dimensions	 which	 map	 parts	 of	 records	 from	 the	 real	 world	 and	 allow	 us	 to	
introduce	simulations	and	create	connections	between	features	and	concepts	that	
didn’t	exist	before	in	practice.	With	this	work	we	comply	with	the	fact	text	prompts	
demand	to	query	apart	from	previously	proposed	automatic	content	production	
research	 with	 the	 same	 diffusion	 process.	 By	 submitting	 ourselves	 to	 a	
conversational	way	of	demanding	how	the	film	shoot	could	diverge	aesthetically,	
we	search	for	possible	worlds	of	representation	generative	diffusion	techniques	
can	 reveal,	 by	 demanding	 a	 fictional	world	 of	made-up	portals	 and	 impossible	
visual	objects	after	removing	what	might	in	fact	be	the	fundamental	link	with	the	
unknown.	Practically,	by	not	specifying	what	to	detect	when	adding	a	secondary	
vision	model,	 if	 successful	 the	 stones	 carved	 in	 the	 ground	 happen	 to	 be	 also	
removed.	We	believe	 there	are	poetic	 languages	 to	be	developed	 in	 time-based	
multimodal	 inference	where	by	producing	new	methodologies	of	collage	 in	 the	
generative	process,	outputs	might	help	us	better	understand	decision	and	bias	in	
moving	image,	reaffirming	that	explanations	will	always	stay	as	not	the	reason	of	
failure	itself.	
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