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ABSTRACT While only 4.2 million people out of a population of 7.9 million disabled people are working,
a considerable contribution is still required from universities and industries to increase employability among
the disabled, in particular, by providing adequate career guidance post higher education. This study aims
to identify the potential predictive features, which will improve the chances of engaging disabled school
leavers in employment about 6 months after graduation. MALSEND is an analytical platform that consists
of information about UK Destinations Leavers from Higher Education (DLHE) survey results from 2012
to 2017. The dataset of 270,934 student records with a known disability provides anonymised information
about students’ age range, year of study, disability type, results of the first degree, among others. Using both
qualitative and quantitative approaches, characteristics of disabled candidates during and after school years
were investigated to identify their engagement patterns. This paper builds on constructing and selecting
subsets of features useful to build a good predictor regarding the engagement of disabled students 6
months after graduation using the big data approach with machine learning principles. Features such as age,
institution, disability type, among others were found to be essential predictors of the proposed employment
model. A pilot was developed, which shows that the Decision Tree Classifier and Logistic Regression
models provided the best results for predicting the Standard Occupation Classification (SOC) of a disabled
school leaver in the UK with an accuracy of 96%.

INDEX TERMS Disability, feature selection, job predictors, machine learning, MALSEND, predictive
model, special educational needs

I. INTRODUCTION
Special Educational Needs and Disabilities (SEND) refers
to students with requirements for education support as it is
harder to learn due to a health condition or physical disabil-
ity [1]. Concerns such as access to quality support or wrong
career advice for disabled students were highlighted during
seminar interviews carried out by steering groups [2]. Many
students suffer from disabilities without a regular income or
support, which eventually leads to having a negative impact
on their quality of life and stability. The employment rate
among the disabled population is still low even though there

has been a slight increase in the last couple of years [3].
Only 4.2 million (53.2%) out of the 7.9 million disabled
working population are currently in work compared to 81.4%
of people without any disabilities in employment. Approx-
imately, 3.4 million disabled people within the working-
age bracket are “economically inactive”, meaning that they
are not in work and also not looking to work while about
300,000 people with disabilities are unemployed based on the
government’s latest figures [4].

The UK government is actively working towards reduc-
ing the gap in employment between the disabled and non-
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disabled workforce. The government launched the Work and
Health Programme (WHP) throughout England and Wales
a few years go to help people with a wide range of health
conditions or disabilities to enter into and stay in work using
the expertise of private, public and voluntary, and community
sector providers [5]. It is aiming to employ 1 million people
with disabilities by 2027 [4]. Innovations in technology, and
a range of other initiatives such as “Access to Work” grants
provided to companies, have made it easier for organisations
to consider more disabled employees. More students are
going to university than ever before [3], so there is a need
to ensure that these students secure work after studies and
receive quality career guidance advice throughout their time
at university to make better-informed decisions in choosing
career paths.

Tertiary education providers worldwide are adopting new
methods and technologies to meet the disability needs of their
students. However, research shows the dropout rate for dis-
abled students is much higher at 31.5% when compared with
12.3% for non-disabled students in the EU. There is a need
for students to keep engaging with their studies throughout
their degree, so as to the need for effective career guidance
in completing their studies and stepping into the job market.
This paper builds upon the conceptual model developed in
our previous study [6]. In this study, we applied Machine
Learning (ML) techniques to uncover characteristic patterns
among UK disabled students post higher education, mainly
in terms of their engagement status within a 5-year range.

The proposed model is an analytical platform for large
datasets, which aims to investigate and discover the job
characteristics of disabled candidates post higher education
by using a machine learning approach. Machine learning is a
subset of artificial intelligence (AI) that supports processors
or machines to learn from previous data to make intelligent
decisions [7]. To build a good predictive model, a feature en-
gineering process is completed to identify useful predictors.
This study examines a large UK dataset for disabled students
between 2012 and 2017 using suitable machine learning
algorithms.

The rest of the paper is organised as follows. Section
II provides the background on the need of the proposed
study. Section III presents the methodology used to develop
the proposed platform using approaches like Exploratory
Data Analysis (EDA), Data Encoding, Dimensionality Re-
duction, etc., to manipulate the large dataset. The results of
the selected features are then presented in Section IV after
applying selected machine learning algorithms. In Section
V, we described and discussed the pilot study that has been
developed to evaluate the feature the selection of students’
engagement post higher education. Section VI concludes the
paper.

II. BACKGROUND
A. CHALLENGES OF EMPLOYMENT
A persistent employment gap for disabled people is one of
the several employment inequalities people face [8]. While

a slight improvement among disabled people in work has
been observed in the last 4 years, a considerable contribution
is still required from universities and industries to increase
employability among the disabled. In particular, by providing
adequate guidance on careers to achieve a level of balanced
employment [9]. The Trades Union Congress report in 2019
emphasizes the Labour Force Survey, showing that only
14.8% of people with learning difficulties are in employment.
Similarly, other conditions including speech impediments
(20.4%), epilepsy (33.6%), mental illness (33.7% ) and pro-
gressive illness e.g., cancer or HIV (45.2%), depression, bad
nerves (46.4%), heart, blood pressure, circulation (48.2%)
and visually impaired people (48.3%) also recorded low
employability [9]. Despite the UK government’s effort to
encourage employers and recruitment agencies to provide
more opportunities to those with a learning or physical dis-
ability, the disability employment gap remains a problem to
be solved [10].

Several studies show that disabled students struggle to
find jobs after graduating and perform poorly compared to
their peers [11]. A few companies such as Disability Jobsite
or Evenbreak assist disabled candidates in actively looking
for jobs and support them through the whole process i.e.,
from job surf, application, interview, and the pathway to
work [12] [13]. These companies work closely with po-
tential employers who take into consideration the factor of
inclusiveness. Some organisations explicitly hire people with
specific disabilities. For example, autistic people have been
allowed to work for Aspiritech, a software testing company
in the United States [14], whose mission is to empower
individuals on the autism spectrum to fulfill their potential.
Similarly, other companies, including SAP, Microsoft Cor-
poration, Ford Motor Company, DXC Technology, and Ernst
and Young, even have specific employment programmes for
autistic people [15]. However, there is a lack of clarity of
what type of jobs disabled students are more likely to secure
after graduation from a higher education institution.

To overcome the research gap, this study builds on con-
structing and selecting subsets of features useful to build a
good predictor regarding the engagement of disabled students
in employment using the big data approach with machine
learning principles.

While autistic people have been employed in selected areas
in the US, the common occupational fields for people with
hearing impairments have also been in the medical industry.
About 13.7% of hearing people are employed in the medical
field, while the least common field is in extraction, with 0.6%
of hearing people in this field. On the other hand, for deaf
people, the most common field is manufacturing, with 13.2%
of deaf people employed in this field, and the least common
field is utilities, with 1.1% of deaf people working in this
field [16]. However,in the UK, further research is required
on large datasets to understand the trends among university
graduates, their disability and their employability.
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B. EMPLOYABILITY PREDICTORS
A systematic review carried out by some authors [17] [18]
shows that across 13 studies, a total of 7 unique predictors of
post-secondary competitive employment were identified such
as paid employment while attending high school, Individual
Educational Plan (IEP) goals or vocational skills [19], as
shown in Figure 1. These predictors, alongside other factors,
were found to help students with intellectual or developmen-
tal disabilities to secure a job after post-secondary education.
Another study that looked at the relationship between work
and disability shows factors important to consider by employ-
ers such as clear programme goals, roles, and responsibilities
for worksite staff, personalised training plans, clear expec-
tations, and feedback. Assessments to identify skills, inter-
ests, and support needs are also important before employing
someone with a disability as well as mentoring programmes,
or individual job coaching should be made accessible within
the organisation. Other studies identify similar predictors
such as personal experiences, vocational preparedness, job
satisfaction, related environment, adaptive behaviour and life
satisfaction [20] [21], which are all contributors for a person
with disabilities to retain a job [22]. Other elements that
appear to be key in this process for disabled workers are
the feelings of self-determination and independence about to
work expectations [15]. The predictors mentioned above for
competitive employment are represented in Figure 1.

Recently named as the “Graduate Employer of the
Year” [23], the UK Civil Service department, being one of
the major employers, has a vital role to play when it comes to
recruiting employees with disabilities. Being at the forefront
of good practice and being a leader, the public sector can do
better and provide inspiration examples to other employers
in the private sector [24]. The aforementioned studies make
use of general statistical analysis methods and have analysed
small sample size. In this study, a large dataset of more than
270,000 student records for the past five years will be anal-
ysed using machine learning algorithms to detect any features
that can be important to predict the engagement of a disabled
student after graduation. Good career advice, securing a job,
and contributing to the country’s economy will be a real
and lasting change to disabled people. This study can further
build positive perceptions and promote awareness of the real
capabilities of certain people with disabilities.

III. METHODOLOGY
This research utilised both qualitative and quantitative ap-
proaches to help answer the research questions: 1) whether
large datasets of past disabled students’ can be exploited
by machine learning algorithms to provide insights on their
employability? and 2) can an efficient predictive platform
be built on the identified features to predict their employ-
ment type? Firstly, through the adapted PRISMA approach
based on keyword search, a thorough literature review was
conducted to identify some engagement predictors stated in
previous studies. The big data approach with ML principles
was then applied to a large dataset of student records to

handle a depth of discoveries, which cannot be managed
by traditional data handling methods and techniques by the
previous researchers.

A. DATASET
One of the primary objectives is to identify suitable persistent
data platforms that hold relevant information about historical
academic background, disabilities ,and related jobs within
six months of graduation. A specific dataset with certain
attributes was requested from the Higher Education Statistics
Agency (HESA) since their platform holds data throughout
the UK in a consistent format. 270,934 student records with a
known disability were therefore gathered for this study. This
data consists of UK Destinations Leavers from Higher Edu-
cation (DLHE) survey results, which provide anonymised in-
formation about students’ age range, year of study, disability
type, and results of the first degree from 2012 to 2017, among
others. Ethical approval was obtained from Solent University
Ethics Committee. The data otherwise is fairly distributed;
for instance, academic year variables vary between 18% and
22% similarly, 40.3% of the students were male, while 59.7%
were female. However, the variation in the count for age
group and level DLHE appeared to be less well distributed,
with 62% of the students in the age group 21-24 years old
and 73% was doing a first degree. 51.7% reported they were
in full-time work while 14.1% was working part-time. Others
were carrying on further studies or were involved in other
activities about 6 months after graduation.

B. EXPLORATORY DATA ANALYSIS (EDA)
Data exploration is the preliminary investigation of the
dataset to gain a better understanding of the students’ data. To
make optimum use of the available information, it is impera-
tive that we learn the characteristics of the provided variables
through summary statistics and visualisation techniques, as
shown in Table 1 and Figure 3, respectively. Using these
techniques (as shown in Figure 2), it was important to look
for correlations, trends, and outliers that could have affected
our analysis.

C. DATA CLEANSING
1) Dealing with missing values
Usually, it is impractical to have a perfect dataset in the
real-world hence, resulting in a negative performance of
machine learning models. The dataset received, however, has
already been partially cleaned and structured. Missing values
were appropriately substituted in the pre-processing phase
with unique values rather than following a non-parametric
approach. For example, values including “Not applicable”,
“Unknown” and blank cells were replaced with unique values
so that they do not affect our findings.

2) Handling High Cardinality and Imbalanced data
We considered the dataset to be mainly of categorical hence,
the biggest challenge of this project. Also, some of the
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Figure 1. Employee-Employer handshake diagram to illustrate predictors of competitive employment.

Figure 2. Exploratory Data Analysis.

provided variables are imbalanced with the appearance of
more specific classes in our observations and some with
high cardinalities such as HE Provider (n=166), JACS (Joint
Academic Coding System) code (n=1081) or Industrial Clas-
sification (n=89). High-cardinality nominal attributes can
pose an issue for inclusion in machine learning predictive
models, and therefore, be reduced before processing. JACS
code, a way of classifying academic subjects and modules
by the UK higher education institutions, consists of a 4-digit
number such as N810, which represents the course “Travel
management”. However, HESA also has a 2-digit and subject
classification; therefore we could easily further reduce this.
In the above example, N810 was converted to N8, which
is in the category of “Hospitality, leisure, sport, tourism
transport” and resulted in fewer subject areas (n=20). HE
Provider and Industrial Classification values could not be fur-
ther reduced. While the handling of skewed data varies from
techniques such as Log Transform, Square Root Transform,
Box-Cox Transform [25] or SMOTE-NC (Synthetic Minority

Over-sampling TEchnique-Nominal Continuous) [26], de-
cision trees algorithms often perform well on imbalanced
datasets [27], and therefore, have been used on the dataset.

D. DIMENSIONALITY REDUCTION

In order to achieve the second objective of this work, which
is to investigate and discover the characteristics of disabled
candidates during and after school years, the dataset was
divided into a subset of 11 independent variables and 3
target variables. The target variables were mainly Activity
(employed, unemployed, studying), Standard Industrial Clas-
sification and Standard Occupational Classification. Dimen-
sionality reduction, the process of reducing the number of
random variables under consideration by obtaining a mini-
mum number of parameters, was applied on the dataset. The
“Unique Identifier” column was dropped for data analysis as
it was only a 12-digit unique number that helped to identify
each record. An Association Matrix, using the Cramer’s V
method, was then created to visually identify relationships
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Table 1. Dataset Examples.

among the variables [28], since most of the data obtained
was classified as categorical data. The association matrix
shows that there is some association among the variables
in the dataset, such as Standard Occupational Classification
(SOC) and Age Group (Cramer’s V= 0.37) or Institution and
SOC (Cramer’s V=0.35). Since Cramer’s V test’s values are
less than 0.5, this only shows a low association and further
analysis needs to be carried out. Also, it is important to note
that since there is no high association among the variables,
none of the variables were dropped for future analysis.

E. DATA ENCODING

Tariff and Age variables, as seen in Table 1, were the only
two numerical variables. However, the distance between two
points, for example (Tariff Band 1-79 and 80-119), was not
standardized or equal, leading to inconsistency in the interval
range. Therefore, these two variables were also treated as
categorical for future analysis. There are many different types
of encoding, including Classical, Bayesian, Contrast, and
more [29]. The two most popular techniques for categorical
data are Label encoding and One Hot encoding [30]. One
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Figure 3. The Association matrix using the Cramer’s V method.

hot encoded method resulted in higher granularity with 261
independent columns and 119 dependent columns for the
next phase of the analysis.

F. FEATURE SELECTION
This project aims to investigate the suitability of identified
features for the development of a predictive model in terms
of job selection for a disabled student. Variable features are
trained using machine-learning models as irrelevant features
in the data can decrease the model performance and accu-
racy. Three distinct feature selection techniques, namely 1)
Random Forest, 2) Extra Tree Classifier, and 3) Univariate
Selection, were adopted after creating the association matrix
to identify impactful features of both target and indepen-
dent variables. Subsequently, we selected the top 20 fea-
tures present in at least two of the adopted feature selection
models. The feature selection process is schematically repre-
sented, as shown in Figure 4.

1) Feature Selection Algorithms
a: Random Forest
In our proposed study, random forest algorithms were first
used on the dataset to identify features that could provide

insights into the engagement of UK disabled students about
6 months after graduation. Random forest algorithms in-
corporate feature selection and interactions while they are
efficient and provide high prediction accuracy [31]. The first
selection showed that Age and Institution are two important
variables to predict the engagement of a disabled student.
An example of the feature selection using a random forest
method is shown in Figure 5 before and after encoding the
data. To improve the granularity of the variables, the same
random forest algorithm was performed on one-hot encoded
data to see what universities and age range were found to be
important. Due to its advantages of being able to deal with
small sample size, high dimensional features and complex
data structures, it is a popular choice for many research
projects.

b: Extra Tree Classifier
The main difference between Random Forest and Extra Tree
Classifier lies in the fact that, instead of computing the locally
optimal feature/split combination (for the random forest), for
each feature under consideration, a random value is selected
for the split (for the extra trees) [32]. This leads to more
diversified trees and fewer splitters to evaluate when training
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Figure 4. Process of feature selection.

Figure 5. Random Forest feature selection before and after encoding with target variable “Standard Occupational Classification” (Job).

an extremely random forest. To conclude on a set of selected
features, this second method was applied on one-hot encoded
data to provide more insights on the dataset. With the three
main algorithms used, it was, therefore, more reliable to
select features common in at least two of them. Figure 6
illustrates JACS code W, L, C, B, N, which represented
subjects such as Creative Arts Design, Social Studies, Bi-
ological Sciences, Subjects Allied to Medicine and Business
and Administrative Studies came up as essential features.

c: Univariate Selection

Since the dataset consisted of categorical variables, the uni-
variate method was appropriate to see the strength of the re-
lationship among them. The top 20 features with the highest
scores were included during the selection process,and impor-
tant features were mainly universities and the age variables.
These are listed in the Table 2.

According to many authors, univariate selection for feature

Table 2. Univariate Selection (Top 20 features).

Independent Variable Score
F_XAGRPJ01_18-20 years 151940
F_INSTID_The University of York 145094
F_INSTID_The University of Warwick 118180
F_INSTID_The University of Edinburgh 110136
F_XAGRPJ01_25-29 years 97621
F_INSTID_The University of Bradford 91949
F_INSTID_Swansea University 87096
F_INSTID_The University of Manchester 56375
F_XAGRPJ01_30 years and over 53614
F_INSTID_The University of Sheffield 52163
F_XAGRPJ01_21-24 years 50076
F_INSTID_The University of Birmingham 43810
F_INSTID_Cardiff University 42075
F_INSTID_The University of Southampton 35751
F_TARIFF_numeric_22 29274
F_INSTID_Sheffield Hallam University 29234
F_INSTID_The University of Durham 28464
F_INSTID_The University of Salford 27770
F_INSTID_The University of Sussex 27733
F_INSTID_The University of Cambridge 25844
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Figure 6. Extra-tree classifier algorithms on the activity (employed, unemployed, still studying, etc) on UK disabled graduate data

selection can improve the accuracy of classification mod-
els [33] [34]. Univariate feature selection works by exam-
ining the effects of a single variable, such as Tariff Band or
Class of Degree, on a set of data. Each feature to the target
variable is compared to see whether there is any statistically
significant relationship between them. It uses the chi-squared
test, which belongs to the family of univariate analysis, i.e.,
those tests that evaluate the possible effect of one vari-
able, the independent variable, upon an outcome, dependent
variables). After performing the feature selection process
to identify the engagement factors of disabled students, the
features identified in at least two algorithms were listed, and
the results are discussed in the next section.

IV. RESULTS
This paper builds on constructing and selecting subsets of
features useful to build a good predictor regarding the en-
gagement of disabled students 6 months after graduation.
Following the adopted algorithms, features selected included
age, HE institution, level of DLHE qualification, class of the
first degree, disability type, highest qualification on entry, and
JACS code. These features were selected based on a threshold
of relative importance (20%) and top 20 features found to be
common in at least 2 algorithms from the selection process.

A. SELECTED FEATURES
The selected features illustrated in Table 3, are further dis-
cussed in the subsequent sections.

1) Age
The age variable appears a significant predictor with the age
range 18-20 years, 21-24 years, 25-29 years to be important
features. However, the feature selection algorithms used did
not find the age ranges “17 and under” or “30 over” as
important factors even though this accounted for over 20%
of the total population that falls under these age groups.

2) HE Institution
Thirteen universities were highlighted as important features
from the independent variables. We noted that ten of these se-
lected universities were Russel Group Universities represent-
ing about 77% of the selected universities. Although most
UK universities carry out similar activities for managing
disabled candidates, the three other universities share tightly
similar activities to the selected Russel Group universities.
For example, the three non-Russel Group universities have a
high number of disabled students who join their courses, have
residential accommodation adapted for disabled students,
and have many accessibility features such as assistive tech-
nologies, and are given priority when allocating residential
campus rooms. Some of these universities have been adapted
for students having hearing impairment issues, for example,
rooms with a visual fire alarm and socket for vibrating pad
alarm are available. Furthermore, additional adaptations may
be made on an individual basis, subject to resources. One
of the selected universities is the UK’s largest providers of
health and social care courses, teacher training, and sport and
physical activity courses. These universities aim to support
students through the transition period from further to higher
education to raise disabled learners’ aspirations, giving them
the confidence to apply for higher education.

3) Disability
In addition to features of the institutional variable, highly rel-
evant features were highlighted from the disability variable.
Specific learning difficulty (a cluster of disabilities such as
dyslexia, dyspraxia, and ADHD) is highlighted as an essen-
tial feature, which can play a significant role in a predictive
model. Accordingly, the HESA Disability records the type of
disability or disabilities a student has, based on the student’s
own self-assessment upon enrollment. Code 51, which is
“A specific learning difficulty such as dyslexia, dyspraxia or
ADHD” (HESA,2020), was selected as compared to other
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Table 3. Selected Features from ML algorithms.

Independent Variables Important Feature Features Selected % of each selected feature
1. Academic Year No - N/A

2. Age Group
Yes

18-20 years 3%
21-24 years 62%
25-29 years 14.4%

3. HE Institution Yes Russel Group Universities Institution 10.2%
Other Universities 5.1%

4. Level of DLHE qualification Yes Other Undergraduate 10.5%
Other Postgraduate 5.8%

5. Class of first degree Yes Unclassified (pass/certificate of attendance) 3.7%
6. Mode of qualification No - N/A

7. Sex No - N/A
8. Disability Type Yes Specific learning difficulty 52%

9. Highest qualification on entry Yes First degree 15.6%
10. Tariff band No - N/A
11. JACS Code Yes X (Education) 9.1%

disabilities during the feature engineering process by the
machine learning algorithms.

4) Level of DLHE qualification

The list from the dataset contained different levels of DLHE
qualification, including Other Postgraduate, First degree,
Other Undergraduate, Masters, and Doctorate. It is surprising
to note that Other Postgraduate (5.8%) and Other undergrad-
uates (10.5%) were highlighted as important features within
the qualification variable even though only a small percent-
age of the population had that qualification level. While other
postgraduate category consists of postgraduate diplomas,
certificates and professional qualifications such as Postgrad-
uate Certificate in Education (PGCE), Diploma in Teaching
and non-formal postgraduate qualifications. Whereas, other
undergraduate category includes all undergraduate courses
with the exclusion of bachelor’s degrees such as foundation
degrees, diplomas in higher education, the Higher National
Diploma (HND) which could be interesting predictors of
engagement of disabled students.

5) Class of First Degree

According to HESA, the class (First Class, Upper Second
Class, Lower Second Class, etc.) of the award is given by
higher education providers to UK students at the completion
of their studies. After analysing more than 270,000 records
from disabled students from 2012-2017, the algorithms found
out that a significant predictor of a student being active
and in full-time employment is not necessarily to be among
those who receive a “First Class” honors’ degree. However,
“Unclassified” came up as a vital employability predictor.
Both undergraduate and postgraduate degrees have a cate-
gory “unclassified”, and even though only 3.7% (Table 4) of
the disabled students had an unclassified degree, the selection
process included this as a significant predictor for an engaged
student.

Unclassified undergraduate awards are those that operate
on a simple pass/fail basis, for example, CertHE (Certifi-
cate of Higher Education), DipHE (Diploma of Higher Ed-

ucation), PGCE (Postgraduate Certificate of Education) or
MClinRes (Master of Clinical Research).

6) Highest Qualification on Entry
“First degree” as a highest qualification on entry was found
to be an important predictor of the standard occupational
classification of students with a disability. A ‘first degree’
is more commonly known as a bachelor’s degree. Officially
this includes first degrees (including eligibility to register to
practice with a health or social care or veterinary statutory
regulatory body), first degrees with Qualified Teacher Status
(QTS)/registration with a General Teaching Council (GTC),
postgraduate bachelor’s degree at level H, enhanced first
degrees (including those leading towards obtaining eligibil-
ity to register to practice with a health or social care or
veterinary statutory regulatory body), first degrees obtained
concurrently with a diploma, and intercalated first degrees.

7) JACS Code
The JACS code that came up from the feature selection anal-
ysis was grouped under the “X” category from the dataset.
The X category, which is Education, can be subdivided as
follows 1) Broadly-based programmes within education, 2)
Training teachers, 3) Research study skills in education, 4)
Academic studies in education and 5) Others in education,
according to HESA classification. These were picked by the
ML algorithms, which shows that it can play an important
role as a predictor of a UK disabled student’s engagement.

B. JOB TYPES
The data was analysed in terms of most common and least
common jobs secured by UK DLHE leavers about 6 months
after graduation. According to the dataset, most common jobs
were that of healthcare, business and public service profes-
sionals as well as teaching and educational professionals.
Whereas, the least common jobs were in the skilled agri-
cultural, construction and building trades. The different jobs
secured by UK disabled HE leavers 2012-2017 by gender is
shown in Table 5.
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Table 4. Class of Degree awarded (Results Classification).

Gender First class
honours

Upper
second class
honours

Lower
second class
honours

Third class
honours/pass

Unclassified Classification
N/A

N/A (not a first
degree leaver)

Male 15.3% 34.8% 16.4% 3.3% 3.7% 0.0% 26.6%
Female 15.0% 36.6% 14.7% 2.7% 3.7% 0.0% 27.3%
Other 25.3% 39.4% 8.1% 3.0% 2.0% - 22.2%

Total 15.1% 35.8% 15.4% 2.9% 3.7% 0.0% 27.0%

Table 5. The 10 most and least common jobs secured by UK disabled HE leavers 2012-2017 by gender.

Job Type Frequency Total % Male% Female%
Most Common Jobs

Health professionals 25236 9.3 21.9 78.1
Business and public service associate professionals 24259 9.0 41.9 58.1

Teaching and educational professionals 22297 8.2 27.5 72.5
Business, media and public service professionals 17304 6.4 43.9 56.1

Culture, media and sports occupations 16387 6.0 46.2 53.8
Science, research, engineering and technology professionals 13953 5.1 70.3 29.7

Sales occupations 12480 4.6 37.4 62.6
Caring personal service occupations 11663 4.3 18.6 81.4

Elementary administration and service occupations 9420 3.5 44.9 55.1
Administrative occupations 8961 3.3 32.4 67.6

Least Common Jobs
Secretarial and related occupations 2401 0.9 19.2 80.8

Leisure, travel and related personal service occupations 2019 0.7 38.3 61.7
Textiles, printing and other skilled trades 1527 0.6 48.4 51.6

Protective service occupations 958 0.4 55.2 44.8
Elementary trades and related occupations: 461 0.2 77.9 22.1

Transport and mobile machine drivers and operatives 432 0.2 84.0 16.0
Process, plant and machine operatives 406 0.1 59.9 40.1

Skilled metal, electrical and electronic trades 398 0.1 88.4 11.6
Skilled agricultural and related trades 355 0.1 74.1 25.9

Skilled construction and building trades 350 0.1 89.4 25.9

V. DISCUSSION
A. MODELLING WITH SELECTED FEATURES

In this section, we describe a pilot study that has been
developed to evaluate the feature selection of students’ en-
gagement post higher education. For this study, only features
found to be common in at least two out of the three methods,
as explained earlier, were considered for the classification
model. Different machine learning tests such as logistic re-
gression, linear discriminant analysis, decision tree classifier
etc. had to be performed to choose which one will be best
suited for the selected data. The process for the model per-
formance analysis is shown in Figure 7.

These models were applied to selected features to get an
insight into ML algorithms’ predictive capability. Further
research needs to be done to ensure there was no overfitting
of the data, and a new dataset needs to be tested. The next
section discusses our study findings.

B. CLASSIFICATION

Different ML methods were used to compare the results
in terms of accuracy of the model to predict the 1) Activ-
ity, 2) Standard Industrial Classification (Industry) and, 3)
Standard Occupational Classification SOC (Job) of a DLHE
leaver about 6 months after graduation. Results show that
the current datasets with the selected features used by ML
algorithms such as Logistic Regression, Linear Discriminant

Analysis Decision Tree and, Gaussian NB performed the
least for the Activity and Industry as the target variable. How-
ever, the Decision Tree Classifier and Logistic Regression
models provided the best results for predicting the Standard
Occupation Classification (SOC) of a disabled school leaver
in the UK with an accuracy of 96%, as shown in Table 6.

Table 6. Performance of different ML methods with SOC as target variable.

ML Model SOC Precision Recall F1-Score Accuracy
Logistic Regression 0.96 0.96 0.96 0.96
Linear Discriminant
Analysis

0.95 0.93 0.93 0.92

Decision Tree Clas-
sifer

0.96 0.96 0.96 0.96

Gaussian NB 0.95 0.93 0.94 0.93

VI. CONCLUSIONS AND FUTURE WORK
This study identifies and discusses features selected from the
dataset of 270,934 student records that could be used to build
a predictive model for classifying the Standard Occupation
Classification of UK disabled students and their engagement
about 6 months after graduation. This data consists of UK
Destinations Leavers from Higher Education (DLHE) survey
results, which provide anonymised information about stu-
dents’ age range, year of study, disability type, and results
of the first degree from 2012 to 2017, among others. To
the authors’ knowledge, no similar studies have explored
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Figure 7. Process for the model performance analysis

feature selection for UK disabled students’ engagement post
higher education. Features such as age, institution, disability
type, among others, were found to be important predictors.
10 out of 13 (77%) universities selected through the feature
engineering process are from the Russel Group. It was also
interesting to see that the “Unclassified” class of first degree,
which operates on a pass/fail basis for courses such as PGCE
or MClinRes, was picked up by ML algorithms during the
feature selection process. The feature selection algorithms
also selected the specific learning difficulty such as dyslexia,
dyspraxia, or ADHD as important features for a predictive
model. The selected features were then further quickly tested
on four different ML methods to compare the results in
terms of accuracy. Results show that the current datasets
with the selected features used by ML algorithms such as
Logistic Regression, Linear Discriminant Analysis Decision
Tree, and Gaussian NB performed the least for the Activity
and Industry as target variables. However, the Decision Tree
Classifier and Logistic Regression models provided the best
results for predicting the Standard Occupation Classification
(SOC) of a disabled school leaver in the UK with an accuracy
of 96%. Further research needs to be carried out on new
datasets using neural networks and deep learning to improve
the model and ensure that there is no overfitting of the data.
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