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Abstract. This paper presents a study conducted in naturalistic setting
with data collected from an interactive art installation. The audience is
challenged in a Turing Test for artistic creativity involving recognising
human-made versus AI-generated drawing strokes. In most cases, people
were able to differentiate human-made strokes above chance. An analysis
conducted on the images at the pixel level shows a significant difference
between the symmetry of the AI-generated strokes and the human-made
ones. However we argue that this feature alone was not key for the dif-
ferentiation. Further behavioural analysis indicates that people judging
more quickly were able to differentiate human-made strokes significantly
better than the slower ones. We point to theories of embodiment as a
possible explanation of our results.
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1 Introduction

This paper presents the design of the interactive art installation “Grammar#1”
by Antonio Daniele 1 which was exhibited in May 2019 at the Albumarte gallery
in Rome, as one of the 10 winners of the open call Re:Humanism. The art instal-
lation is presented to the audience as a Turing Test (TT) for artistic creativity
[2] where the goal is to recognise human-made artefacts among AI-generated
ones. The art work is described to the audience as informing both our scientific
research as well as artistic enquiry using their behavioural data collected during
the interaction. By questioning what is human and what is artificial, the artist
invites the audience to reflect on their own nature as human beings in relation
to their understanding of the concept of “artificial”. The artistic enquiry of this
work addresses the relation between humans and technology in the era of super-
human AI and deep fakes by exploiting one of the most ancient and simplest
form of human communication: the drawing of lines. In fact, glyphs and symbols
are considered one of the earliest forms of human communication [10]. In addi-
tion, from more contemporary studies in experimental psychology, we know that
abstract lines are successfully used to express moods [22] and spontaneous draw-
ings can be used to interpret complex non-conscious states in clinical settings [6,
5]. While the art work invites reflection about the relation between human and
1 Throughout the paper, the first author will also be referred to as the "artist".
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technological in the arts, the study explores the cognitive implications of interfac-
ing with artificially generated content. This problem was previously investigated
and discussed from a theoretical perspective [12, 11]. In this paper, the approach
is quantitative and focuses on the medium of the drawing, asking whether we
perceive substantial differences between human-made and computer-generated
strokes and how.

The first part of the paper describes the artist’s creative and technical pro-
cess for the making of the art installation. Initially, a collection of 300 abstract
drawings were produced by using automatic drawing techniques [4]. Then, the
individual strokes of these drawings were manipulated into a larger dataset and
used to train SketchRNN [21] a Variational Autoencoder (VAE) capable of gen-
erating simple sketches. Finally, the interactive installation is designed as a TT
for artistic creativity [2] where the audience is challenged to recognise human-
made strokes amongst the AI-generated ones. The second part of this paper
presents the results of the study consisting of the TT for artistic creativity and
the analysis of the audience’s behavioural patterns, more specifically, the audi-
ence response time in relation to their performance. Next, the strokes selected by
the audience from both datasets (human-made and AI-generated) are analysed
at a pixel level by comparing their respective average entropy and symmetry.
Although we find a significant difference in symmetry between the two datasets,
a deeper analysis of the audience behaviour shows that the visual feature alone
is not crucial for the differentiation. We discuss our findings pointing at theories
of embodiment [35, 18, 17].

2 Background

2.1 Turing Test

In 1950, Alan Turing [45] proposed the question “Can machines think?”. He
described this problem in terms of a game where an interrogator, located in an
isolated room, has the objective to recognise the sex of a man and a woman by
simply asking them questions. Then, Turing asks if the interrogator would guess
wrongly more often if a machine took the part of the man. This game, originally
named “the imitation game”, became commonly known as the Turing Test, a way
to assess a machine’s ability to emulate human skills. In 2010, Margaret Boden
[2, p.409] argued that

for an artistic program to pass the TT would be for it to produce artwork
which was:
1. indistinguishable from one produced by a human being; and/or
2. was seen as having as much aesthetic value as one produced by a

human being.

Pease and Colton [34] argue that this test might not be accurate enough to
evaluate creativity in its true complexity. However, the first point proposed by
Boden represents a necessary and sufficient step for avoiding the bias against ma-
chine generated content during the evaluation. Any evaluation of an AI-generated
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artefact indistinguishable from a human-made one would be the result of a choice
unbiased against technology. In the next section, we present some of the most
relevant studies investigating this problem.

2.2 Bias against machine generated content

Artists and scientists have investigated how people react to computer-generated
content since the early age of computer arts. The “Mondrian Experiment” con-
ducted in the Bell Labs by the computer art’s pioneer Michael Noll [33], is one
of the first attempts to investigate how people compare art made with machines
to art made by humans. In this case, Noll generated an image with a program
instructed to replicate the patterns from the painting “Composition with Lines”
by Piet Mondrian (1917). The results show that only 28% of people were able
to recognise the image created in the Bell labs and that the 59% preferred the
computer picture. As expected by Noll, the majority of subjects with a technical
background were able to recognise the computer image. In contrast, the non-
technical people were fooled by assuming that a computer would have built a
more “ordered” image while humans would have expressed their creativity with
more random patterns.

In Moffat and Kelly [30], the test was conducted on musicians and non-
musicians, using music in the style of Bach or Jazz. The participants had to
differentiate computer generated from human made music and give their pref-
erence to each track. Surprisingly, their results show that non-musicians were
significantly better than musicians in recognising computer generated music.
Furthermore, both groups preferred human made music, independently from
knowing who or what created it.

A more recent experiment was conducted by Elgammal et al. [15] to test the
efficiency of their generative model for images. The Creative Adversarial Network
(CAN) is a generative model proposed by Elgammal et al. as a variation of the
Generative Adversarial Network (GAN) [20]. The visual output generated with
CAN was compared with the one generated by existing models (DCGAN) and
with abstract art from famous painters or contemporary established artists from
the Basel Art fair. Their results show that the participants rated CAN generated
works more likeable than the ones produced with DCGAN as well as the works
made by the emerging artists. Furthermore, the majority of the participants
were tricked into believing that the works made by CAN were actually made by
human artists.

In opposition to Elgammal results, Ragot and Martin [36] found a negative
bias towards machine generated visual content. The experiment, conducted on
a large group of 565 participants, showed images of landscapes and portraits
generated by algorithms mixed with paintings of the same subjects made by
human artists. According to their results, the 66% of participants were able
to recognise human-made paintings and a significant majority preferred human
paintings despite knowing who/what made them.

The experiments in this field usually focus on music or more complex vi-
sual representations like paintings, whereas the medium of the drawing is almost
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completely unexplored. To the best of our knowledge, the only study including
artificially generated drawings is Chamberlain et al. [8]. The general findings of
their larger study show a negative bias towards computer generated works. In
the specific experiment with the drawings, the authors explore possible reasons
for the negative bias by using the robotic system by the artist Patrick Tresset
[43]. The results show that the audience evaluation was conditioned by how much
“anthropomorphic” the robotic arm appeared to them, suggesting that the judg-
ment was involving concepts such as “social engagement” or the “embodiment”
of human gestures.

The following sections explain why drawings are important for our species
and why they are a suitable medium to investigate the mechanisms involved in
people’s perception of artificially generated content versus human-made one.

2.3 Why Drawings?

From an evolutionary perspective, drawings have had a special role in shaping hu-
man cognition since prehistory. Drawing gestures allowed a physical embodiment
of the inhabited environment, specifically, simple lines were used to illustrate the
shapes of rivers and trees [10]. Drawings possess qualities that are processed by
the human brain in a unique way, common to children, cavemen and monkeys
[40]. They can be used to represent shapes, volumes and shadows with high ac-
curacy and they are interpreted by our brain as realistic [7]. Furthermore, the
action of drawing is essential during the developmental age [22, 14]. For instance,
representational flexibility in children facilitates the association of symbols with
new meanings [14]. The same cognitive mechanisms allow children as young as
four years of age to express emotions and moods by using abstract lines [22].
Furthermore, drawings are often used in therapeutic settings to help patients
express non-conscious states [6, 5].

2.4 Automatism and Automation

Automatic Drawings In the history of art, spontaneous activities capable of
revealing non-conscious thoughts and feelings are regarded as automatisms and
are traditionally associated with the Surrealist movement [27, 4]. More precisely,
automatic drawings consist of a “pure and simple abandon to graphic impulse” [4,
p. 274], an artistic approach that influenced art movements such as the American
Abstract Expressionism as well as artists like Salvador Dali and Jean Miro,
Jackson Pollock among others.

Let it Brain The abstract drawings used in this art installation and for training
SketchRNN are created with an automatic technique named by the artist as “Let
it Brain” (LIB). LIB drawing technique has been developed by the artist over
the past 20 years in a spontaneous way, independent from traditional automatic
techniques from the Surrealist movement. Although LIB shares similarities with
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Surrealist automatic drawing, it can be better described as a sort of “human-
generative” drawing or “enactive drawing”. In this technique the approach con-
sists in enacting the drawing by reducing the time between thought and action,
similarly to the “enactivism” described in Manning and Massumi [28]. In this
method, the role of real-time and the access to intuitive reasoning is crucial for
the expressive gesture.

Computational Drawings While the concept of automatism in drawing is
generally associated with an expressive activity conducted by humans, draw-
ings made by or with machines might rather be associated to the concept of
automation. However these two concepts are not necessarily in conflict and in
some cases they can intersect. In fact, computers have been used to produce art
since the early 60’s by computer scientists [32] as well as by artists that treated
algorithms as a new artistic medium like Vera Molnar [31] or Harold Cohen [29].
Being able to produce geometric shapes and lines using programming languages
was the gateway to produce more complex agents like Cohen’s AARON [29],
the painting fool [9] or, more recently, Paul the drawing robot by Patrick Tres-
set [43] or D.O.U.G the collaborative system created by Sougwen Chung. These
machines or software are considered by their creators either as tools, extensions,
collaborators or as independent entities able to produce art of their own. As
with automatic drawings, where non-conscious thinking is involved and the ac-
tion results in almost random patterns, in computational arts, it is also possible
to find approaches like generative arts or evolutionary art, involving a reduced
control of the human artist, leaving the machine to operate in (almost) complete
autonomy [12].

Drawings and Machine Learning Research in computational drawing has
boomed with the ever increasing availability of touchscreen devices and the re-
cent advances in Machine Learning (ML). Nevertheless, the absence of colour
and texture, the abstract nature of sketches and the variability in styles are
still representing some of the greatest technical challenges [46]. Some attempts
have been made in the direction of drawing abstraction at the stroke level [1,
39], however, the target of these architectures is usually a figurative sketch or
a photograph. Early attempts to generate drawings using computers mostly ex-
ploited perceptual properties of vision by modifying brightness and contrast of
existing images, usually relying on features such as edge detection [19]. More
recent generative models [1, 24, 13] have demonstrated great results by analysing
drawings at a stroke level in their spatio-temporal distribution and classifying
by purpose (e.g., shading or contour) [1] or by semantic grouping using deep
learning techniques [24].

A milestone in sketch synthesis was reached with the release of SketchRNN
[21] a Variational Auto-Encoder (VAE) that uses the “Quick,Draw!” (QD) dataset,
the largest dataset of hand-drawn sketches to date. SketchRNN is made of a
bidirectional RNN encoder and an autoregressive RNN decoder. At present, this
architecture is the state-of-the-art in sketch synthesis. Whereas models based
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on raster data might be very effective for sketch analysis (e.g., CNN) or genera-
tion (e.g., GAN) by using the spatial domain, SketchRNN learns from the very
process of drawing in its temporal domain at a fine-grained level.

3 Method

The motivation of this work is twofold. On the one hand, the art installation
asks the question “What is human?”, inviting the audience to reflect on how
the line between the concepts of human and artificial is often blurred. The
artistic exploration uses drawing strokes abstracted from any specific conceptual
meaning. On the other hand, the aim of the study is to investigate people’s ability
to distinguish human-made and artificially generated content as well as exploring
some of the factors involved in the differentiation. The following sections describe
the process involved in the making of the art installation and the methods used
in the study.

3.1 The LIB dataset

For this study, the artist initially created a set of 300 automatic drawings us-
ing the LIB technique (see section 2.4). The drawings consist only of abstract
lines (no figurative subjects) and were created over a month-long period. In this
text, we name this group of drawings as “LIB dataset” (fig. 1). All drawings were
realised on paper (size A5: 148 X 210 mm) using a digital tablet capable of trans-
lating the artists’ gestures from pencil/pen to Scalable Vector Graphics (SVG)
format. This guaranteed a more accurate and natural feeling in the making of
the drawing.

Fig. 1. Three examples of LIB drawings from the LIB dataset

3.2 Preparing the drawings’ dataset

The first part of the work consisted in preparing a custom dataset for training
SketchRNN. We converted each drawing from SVG format to a Numpy array
where the coordinates of the drawing are stored in a specific format: ΔX, ΔY,
p [21]. The ΔX and ΔY are the offset’s distance of the 2D spatial coordinates
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in each point of the drawing on the canvas, whereas the p represents the binary
state of the pen: 0 if the pen is on the paper, 1 if the pen is lifted.

Modelling the dataset The “Quick,Draw!” (QD) dataset [21] is made of 50
million drawings across 345 categories whereas our dataset (300 drawings) is not
just smaller than any class of QD, it is also very different in terms of stroke
distribution. While the maximum number of Δoffsets per drawing (ΔX,ΔY)
that SketchRNN supports is 250, each drawing of our dataset counts a number
of offsets much larger than the limit supported. Whereas both offsets Mean value
and Standard Deviation per drawing in the LIB dataset are not in the same range
when compared to the QD categories, the high sampling frequency (140Hz) of
the tablet produced a total number of offsets much more consistent with QD.

For this reason and because of the abstract nature of the drawings, we con-
sidered the whole set of coordinates as a long, whole drawing which we split into
smaller units or strokes. This strategy addresses and solves 2 existing problems:
1) the new dataset so obtained will contain a number of strokes much higher than
the initial 300 drawings which allows the use of deep learning techniques; 2) The
strokes obtained from the split operation will be compatible with SketchRNN
standards because their length can be tailored to a maximum of 250 offset points.

Training, generating, evaluating Nine different splitting strategies were tried
and nine respective datasets produced and then used to train SketchRNN. From
each of the nine trained models we generated 60 strokes among which the artist
selected the most similar to his drawing style and evaluated them from “not
acceptable; acceptable; good; best” . The model that produced the highest number
of good and best strokes was then used to generate a new dataset of artificially
generated strokes.

The results of the process so far are two datasets of strokes: 1) Human Strokes,
a collection of strokes obtained from the original drawings (LIB dataset) and
2)Artificial Strokes, a collection of generative strokes learnt from the original
drawings. Both datasets contain the same number of strokes (n = 20981).

3.3 The installation

The installation was located in a room (D=1,65 x W=2,23 x H=3,27mt) and all
300 drawings of the LIB dataset were displayed on three walls. In the middle of
the room, the interactive experience is accessed via touch screen and a web-based
interface (fig. 2). The colour palette used for the installation was limited to black
and white. One reason for this choice is to recall the style of LIB drawings. At the
same time, the choice of binary colours is a play on the dichotomy between human
and artificial, as commonly perceived in modern society [12]. The experience is
designed so that neither the black or white colours can be linked to a specific
category (human/artificial).
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Fig. 2. Pictures of the interactive art installation

3.4 User experience

The interactive experience consists of 6 stages accessed through a simple touch
interface. The initial stage displays the question “What is Human?”, which plays
as a philosophical question as well as an instruction. The following three stages
consist of simple tasks, specifically three types of TTs for artistic creativity. Once
the third task is completed, the results are presented as a data visualisation.
Finally, the last touch directs the user to the end of the experience which restates
the initial question: “What is human?”. In this paper, we analyse and discuss the
second task.

The Task 2 is designed as a matrix of 4x4 tiles where the artificial and human-
made strokes are randomly displayed. The goal of this task is to recognise the
human-made strokes among the artificially generated ones by clicking on the
preferred tile. The grid always shows images from both sets but no duplicates
are displayed to the user in the same section. The images are randomly taken
from both Human Strokes and Artificial Strokes sets in random proportion.
Therefore, each completed task has a variable probability of success determined
by the maximum number of human-made strokes displayed in the matrix. The
users are not aware of the number of human-made strokes available per session
and each time a tile is selected, it disappears from the screen leaving a gap in
the matrix. The task is completed when the user has given a number of choices
equal to the maximum number of human-made strokes displayed, despite their
choices being correct or wrong. The audience has no feedback on whether their
selection is correct.

3.5 Materials

The interactive interface was created using P5js, an open source Javascript li-
brary based on Processing [38]. The interface is accessed via a touch screen
from an 11,6" Acer Chromebook R11. The datasets used for this installation
are described in a previous section as Human Strokes and Artificial Strokes.
Both datasets contain n = 20981 strokes. Each of the 300 drawings from the
LIB dataset was printed on an 11" photographic paper. The whole dataset is
divided into three 10x10 tiles composition and displayed on 3 adjacent walls.
The drawings are placed in no particular order (fig. 2).
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3.6 Data collection and quality control

This study was conducted in a naturalistic setting, in our case an art gallery. In
this context, the participants are the visitors of the exhibition interacting with
the installation without any structured introduction or controlled test procedures
as it might happen in a lab setting. The behavioural data collected during the
interaction consist of the images selected and the time response per selection.
No personal data was recorded and the sessions were not monitored, so it can
be assumed that one user could have interacted with the installation multiple
times or that multiple users interacted within the same session.

To minimise the limitations described above, we conducted additional data
quality control steps. In particular, among the two hundred twenty-five (n=225)
completed user experiences collected in total, we decided to exclude the first
response per user, where the person might be getting familiar with the interface
and the task. Then, by controlling the distribution of the data we excluded the
outliers completing the task above 30 seconds and with a time response Standard
Deviation for each category (AI and Human) lower than 6 seconds.

Performance score As explained in section 3.4, in each task there is a dif-
ferent probability of success determined by the number of human-made strokes
displayed in the matrix. Therefore, all 225 completed tasks represent a binomial
distribution where each task is a series of independent Bernoulli distribution.
Each independent Bernoulli distribution has two outcomes: 1) human-made or
2) artificially generated. For each completed task, we calculate how the user
results compares to the expected probability of success. If we adopt the null
hypothesis that the users are randomly guessing, we can reject that hypothesis
in all those cases where the probability is below or equal to 0.05. This value tells
us to what extent the user was randomly guessing between human and artificial
options. For the behavioural analysis, we analyse only the tasks where the user’s
probability of randomly guessing is below or equal to 0.05, in which case we as-
sumed that the participant was actively engaging with the task. This parameter
is also used as a factor to calculate a performance score on a scale between 0 and
1, where a lower probability of randomly guessing means a better performance.

3.7 Behavioural analysis

The data collected also included the response time for each selected tile. We
analysed the differences between the average response time for the human-made
strokes and the AI-generated ones. Then, we control how the performance relates
to the response time for each category. To do so, we split the mean response time
by percentile (25%, 50%, 75%) and obtain three groups: fast below 528ms (N=59;
M=355ms; SD=115ms), medium between 528 and 1686ms (N=119; M=952ms;
SD=338ms), slow above 1686ms (N=59; M=3256ms; SD=2836ms).
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3.8 Strokes analysis

We undertook further analysis at the pixel level of the strokes displayed to
the audience during the exhibition. Out of 3600 strokes (225 trials x 16 tiles),
the audience saw in total 3418 unique strokes (1700 human-made; 1718 AI-
generated), meaning that 182 strokes were shown more than once in the matrix.
The table 1 shows the distribution of the strokes according to the audience’s
choices.

Stroke groups number of strokes
human-made recognised 927
AI-generated mistaken for human 816
human-made not recognised 773
AI-generated not selected 902

Table 1. Distribution of strokes according to people’s choices.

Fig. 3. Some samples from the 4 groups of strokes

For each image in the 4 stroke groups, we analyse and compare two visual fea-
tures that could be involved in the audience differentiation strategy: the entropy
and the symmetry. The entropy [44] is a statistical measure of randomness of
the visual stimulus, calculated at the pixel level. Whereas, symmetry is a visual
property particularly involved in aesthetic judgment [37] and that the human
brain is highly specialised in detecting in nature [25]. We obtained the symmetry
from the method proposed in Loy and Ekludun [26]. The feature extracted for
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each image is a polar coordinate that we converted into a Cartesian coordinate.
Then, we calculated the distance from the origin (0,0) and considered this as a
scalable value of symmetry.

4 Results

4.1 Turing Test of artistic creativity

Considering the 225 completed tasks, in 63.7% of the cases, the audience was
able to select the human-made strokes above the chance.

4.2 Behavioural results

For each of the two classes of strokes (human-made and AI-generated) a one-
way ANOVA was conducted to compare the effect of time response as Indepen-
dent Variable (IV) on performance as Dependent Variable (DV) in the three
groups fast, medium, slow. In the human-made class, there was a significant ef-
fect of time response F (2,120)=3.158, p=0.04. Post-hoc comparisons using the
Games-Howell test indicated that the mean performance score for the fast group
(M=0.994, SD=0.007) was significantly different than the one in the slow group
(M=0.987, SD=0.144), p=0.036. However, the medium speed group (M=0.990,
SD=0.138) did not significantly differ from the other groups.

4.3 Stroke groups

Entropy An independent t-test was conducted on the human-made (M=15.997;
SD=0.003) and the AI-generated (M=15.997; SD=0.002) stroke groups. No sig-
nificant difference was found for entropy t(3158)=-0.512, p=0.609. A one-way
ANOVA was conducted to compare the effect of (DV) entropy on the (IV)
audience choice in the four groups: a)human-made recognised; b)AI-generated
mistaken for human-made; c)human-made not recognised; d)AI-generated not
selected. No significant effect was found for entropy F (3,3414)=0.267, p=0.849.

Symmetry An independent t-test is conducted on the human-made (M=132.51;
SD=60.26) and the AI-generated (M=151.84; SD=57.32) stroke groups. A highly
significant difference was found for symmetry t(1253)=-5.225, p<0.001. A one-
way ANOVA was conducted to compare the effect of (DV) symmetry on the (IV)
audience choice in the four groups: a)human-made recognised; b)AI-generated
mistaken for human-made; c)human-made not recognised; d)AI-generated not
selected. We find a highly significant effect for symmetry F (3,1251)=0.267,
p<0.001. Post-hoc comparisons using the Tukey(HSD) test indicated a highly
significant difference in symmetry between the human-made strokes (M=134.03;
SD=57.79) and the AI-generated mistaken for human-made (M=150.36; SD=58.01),
p=0.007; a highly significant difference in symmetry between the human-made
strokes (M=134.03; SD=57.79) and the AI-generated not selected (M=153.12;



12 A. Daniele et al.

SD=56.74), p=0.001. Furthermore, a highly significant difference in symmetry
between the AI-generated mistaken for human-made (M=150.36; SD=58.01)
and the human-made strokes not recognised as such (M=130.45; SD=63.58),
p=0.002; a highly significant difference in symmetry between the the human-
made strokes not recognised as such (M=130.45; SD=63.58) and the AI-generated
not selected (M=153.12; SD=56.74), p<0.001.

human-made not recognised AI-generated not selected p<0.001
human-made recognised AI-generated not selected p=0.001
AI-generated mistaken for Human human-made not recognised p=0.002
AI-generated mistaken for Human human-made recognised p=0.007

Table 2. comparison of significant differences in symmetry among the stroke groups

5 Discussion

The result of our TT of artistic creativity shows that, in a significant majority of
cases, people were able to recognise human-made strokes among the AI-generated
ones. We can exclude the idea that the entropy of the images displayed during the
exhibition is involved in the audience judgement because the difference between
the two groups of strokes was not significant. In contrast, the analysis shows a
significant difference in symmetry between the strokes made by a human hand
and the ones artificially generated with SketchRNN. Therefore, we might suggest
that symmetry is one of the features used by the audience to recognise the
human-made strokes. Nevertheless, a deeper analysis of the individual groups of
strokes selected by the audience indicates that this is not always valid.

For instance, there is a highly significant difference in symmetry between
the strokes generated with SketchRNN but never selected by the audience, and
the human-made strokes recognised by the audience (p=0.001) as well as the
AI-generated ones that fooled the audience and the human-made ones which
were not recognised as such (p=0.007). This still points to symmetry as a key
factor in the differentiation strategy. However, the most significant difference is
found between the human-made strokes not recognised by the audience and the
AI-generated strokes not selected (p<0.001). Although we cannot assert that
the AI-generated strokes not selected by the audience were actually recognised
as artificially generated, we can still ask why, if there is such an evident differ-
ence of symmetry between these two groups, the human-made strokes were not
recognised? Furthermore, the difference in symmetry between the human-made
strokes recognised and not recognised is statistically not significant (p=0.944),
meaning that this feature might not be determinant for the final choice. Similarly,
when we look at the images artificially generated and mistaken for humans’, we
can see that their symmetry is significantly different from the group of human-
made strokes not recognised as such (p=0.002). However, the symmetry of the
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AI-generated images that fooled the audience are not significantly different from
the ones that did not fool them (p=0.891).

Further analysis of the behavioural data might offer a deeper insight into this
matter. Our results show that people responding faster performed significantly
better than the slower ones. The average response time of the slow group was
around 3.2 seconds, whereas the faster people average time response is just below
500 milliseconds, a threshold usually associated with non-conscious processes [16]
and compatible with an intuitive thinking [23, 3]. Therefore, the results indicate
that the differentiation might have happened before conscious thought.

One factor to take into account in our analysis is that the majority of the
people interacting with the installation are art-goers. Therefore, it is likely they
have a certain familiarity with drawings and this might contribute to the re-
sults of our TT of artistic creativity. However, in discussing empirical studies on
drawing and perception, Pignocchi [35] explains how even people without for-
mal training are able to recognise drawings made with dexterity or spontaneity,
before activating any sort of propositional knowledge. This shows how complex
visual features can be processed by the human brain even before activating con-
scious cognitive processes. Pignocchi creates a case for what he calls the “Motor
Perception Hypothesis” (MPH) according to which the simple sight of a draw-
ing can unconsciously inform the viewers about the artist’s movements. In the
same direction, more recent research in neuroaesthetics [41, 42, 47] demonstrated
a strict correlation between drawings and the sensorimotor system, such that one
can think of drawings as physical gestures that leave a trace behind [47]. Some
of these studies show how simple exposure to static drawing strokes activates
in the viewers’ brain regions associated with the Mirror Neuron System [41,
42], a group of neurons that are argued to be responsible for mechanisms of
social cognition, empathy and Embodied Simulation (ES) [18, 17]. Similarly to
the MPH [35], the Embodied Simulation theory proposes that the viewers can
non-consciously embody the artists’ gestures by simply looking at their drawing
strokes.

Considering our results, in particular how intuitive thinking affected the audi-
ence’s ability to distinguish human-made strokes, we suggest that the properties
of the lines involved in the stroke differentiation were processed by the viewers
before the conscious cognition. In the ES framework, the brain of the viewer
activates as if it was themselves executing the artist’s gesture. Therefore, we
can speculate that, at least in our case, the model was not able to learn and
synthesise such properties in the generative strokes. If human-made strokes are
embodied by viewers as the actions of another human, we should ask whether
our generative strokes were processed on a non-conscious level as non-human,
perhaps because they were not compatible with human gestures. In that case, the
differences between human-made and artificially generated strokes might reside
not in their mere visual features, rather in the very process of their making.
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6 Conclusion

This paper presented the interactive art installation “Grammar#1” exhibited at
the Albumarte gallery in Rome and a study conducted with data collected during
the audience interactive experience. The art piece questions the audience about
the concept of human and artificial, tapping into their primordial cognition by
using abstract drawing strokes. The creative process involved in the making of
the art work included the creation of 300 automatic drawings (LIB Dataset)
which were used to obtain a larger dataset named in this text Human Strokes
and to train SketchRNN to generate a second dataset called Artificial Strokes.
The installation was designed as a TT of artistic creativity [2] where the audi-
ence were asked to recognise human-made strokes in different tasks. The data
gathered from one of these tasks was used for a study conducted in naturalistic
setting where we looked at the behavioural patterns of the audience. Finally, we
analysed at pixel level two visual features of the strokes selected by the audience,
specifically the entropy and symmetry. The results show that people were able
to recognise human-made strokes above the chance in the 63.7% of the cases
and we argued that the images’ entropy was not involved in their judgment.
Although there is a significant difference in symmetry between the human-made
and AI-generated images, the discrepancies among the subgroups of selected im-
ages led us to suggest that this feature alone was not key for the distinction.
Results suggests that the audience achieved better results when using intuitive
judgment. We point to the theories of the “Motor Perception Hypothesis” [35]
and “Embodied Simulation” [18, 17] to explain the possible dynamics involved
in the evaluation. In conclusion, considering our results, the model obtained
from training SketchRNN with our dataset was only partially able to learn from
the artist’s drawings. Further research exploring the process of human-made
drawings and people’s perception of drawing at a stroke level might eventually
produce generative results more difficult to differentiate for the human eye. At
the same time, a model able to generate strokes as if they were drawn by human
hands, might contribute to the knowledge of human drawing.
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