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Abstract
The Arts offer a complex and demanding domain in which
to undertake AI and Explainable AI (XAI) research with
substantially lower life-critical risks than domains such as
health, mental health, medicine, and automotive contexts.
However, despite the growth in XAI research there is very
little research on XAI for the Arts (XAIxArts) with most XAI
research examining task-oriented explanations of AI deci-
sions. This paper outlines a framework for characterising
XAI for the Arts and illustrates its use by reviewing 87 AI
music generation systems in terms of their explainability. A
demo XAI generative music system is introduced which of-
fers meaningful real-time interaction with latent spaces for
music generation. The paper concludes by reflecting on the
conundrum of how much explanation we should strive for in
XAI for the Arts.
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Introduction
Artificial Intelligence (AI) has been used in artistic and cre-
ative practice since the birth of computing. However, de-
spite the growth in research on explainable AI (XAI) there is
very little research on XAI for the Arts [4] (XAIxArts). Cur-
rent XAI research predominantly examines explanations of
AI decisions in task-oriented and goal-directed situations
such as house price prediction (e.g. [11] from HCXAI22).
The Arts offer a complex and demanding domain in which
to undertake AI and XAI research with substantially lower
life-critical risks than current XAI domains such as health,
mental health (e.g. [13] from HCXAI22), medicine, and au-
tomotive contexts. For example, in a musical performance
an AI system must be robust, reliable, and responsive – it
is a catastrophic failure if the system needs to be rebooted
during a performance in front of an audience of 10,000 or
even 10 people – and yet if something does go wrong the
results are not life-endangering.
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Figure 1: The role of the AI in a
survey AI music systems
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Figure 2: Interaction with the AI in
a survey AI music systems
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Figure 3: Common ground with
the AI in a survey AI music
systems

In terms of the HCXAI23 workshop goals and themes, ex-
amining XAI for the Arts diversifies the application areas
for XAI to more creative and aesthetic domains. It expands
the landscape of ‘whos’ in XAI to include artists and cre-
ative practitioners whose user goals are typically open-
ended and experiential. Moreover, examining XAI for the
Arts needs to account for users who are more focused on
expressive and aesthetic values rather than task comple-
tion and explanation efficiency as is typically considered in
current XAI evaluation methods. Expanding XAI to examine
XAI for the Arts shares many parallels with the move to third
wave Human-Computer Interaction (HCI) [3] and the exami-
nation of the experiential properties of HCI.

Papers in previous HCXAI workshops touched on creative
and designerly aspects related to XAI, but did not examine
the potential of XAI in creative and artistic practice directly.

For example, [8] in HCXAI21 considered the design of XAI
rather than XAI for design, and [2] in HCXAI22 examined
the creative (unexpected) uses of XAI rather than design-
ing XAI for creative practice per se. The lack of research on
XAI for the Arts offers an opportunity to explore a new do-
main for XAI where an AI’s role may range from a tool which
creates content overnight to a collaborator which engages
in co-creation in-the-moment cf. [14]. In these situations
the nature of explanations may be very different to current
forms of XAI explanations suggested by [10] and [9].

A Framework for Categorising XAI for the Arts
There are several extremely thorough surveys of XAI sys-
tems e.g. [9]. However, these focus on functional tasks and
explanations of decision making rather than understanding
AI in creative and interactive arts contexts. Instead we de-
veloped our own categorisation of XAI for the Arts [4] based
on three existing frameworks to capture key features of AI
in creative settings: The role of the AI – from Assistant to
Colleague drawing on [14]; The possible Interaction with the
AI – from Static (no human input) to Dynamic-interactive
(responding to human input) drawing on [6]; and How much
common ground a user might establish with the AI – from
no understanding of the AI (Stage 0) to understanding how
a user’s input changed the AI output (Stage 3) and what
possible responses are (Stage 4) drawing on [5]. In this
view the explainability of AI for the Arts is a combination of
its role, interaction, and grounding. These three elements
are entangled, and real-time interaction is crucial to creat-
ing more explainable XAI for the Arts given the aesthetic,
exploratory, and subjective nature of artistic endeavour.

The framework was used to analyse XAI for a key form of
artistic endeavour – music making – by surveying 87 recent
AI music research papers (summarised in [4]). Figures 1,
2, and 3 illustrate the finding that most AI music systems



surveyed offered very little explanation of what they do. In-
deed, most AI systems took the role of creative tool, taking
care of background tasks rather than being a coach or a
colleague (fig. 1). It was surprising to find that most sys-
tems were static and did not respond directly to human in-
teraction (fig. 2). And, the vast majority of AI Music systems
were at stage 1 of grounding (fig. 3) which means that the
AI makes a contribution, but the user cannot really discern
what the AI did based on their own input. Naturally there
were a small number of systems which did exhibit XAI prop-
erties. For example, Shimon the robotic marimba player
[12] uses a real-time feedback loop within the artwork to
make the music generation highly dynamic and interactive
and Hyperscore [7] visualises its musical responses to user
input allowing users to develop a greater understanding of
what the system generated in response to their input.

Case Study: XAI Generative Music

Figure 4: Part of the XAI
Generative Music user interface
(from [4])

To explore the design of more explainable AI Music gener-
ative systems a real-time generative music tool [4] (https:
//xai-with-lsr-ui.vercel.app/) was created based on Measure-
VAE [15]. The MeasureVAE system generates a short
piece of music similar to a given example piece of music
by encoding to and decoding from a 256 dimensional la-
tent space. Latent space regularisation can be employed to
force some dimensions to relate to musical metrics, thereby
offering some explainability of the otherwise opaque la-
tent space. Figure 4 shows part of the user interface (UI)
in which 2 regularised dimensions of the latent space are
visualised allowing users to navigate the latent space using
musical dimensions of note range and rhythmic complexity,
with another part of the UI supporting navigation by note
density, and average pitch interval. The visualisations of the
latent space in combination with the real-time interaction
and musical labelling increase the explainability of the sys-
tem as: i) the role the AI becomes more of a pen-pal or col-

laborator, interactively responding to users as they navigate
the space, almost like a duet; ii) the interaction is dynamic-
interactive, responding in real-time, and can be dynamic-
interactive-varying when the musical input is changed; iii)
the human-in-the-loop real-time interaction with the system
allows for higher levels of grounding (Stage 2 or 3) as the
AI’s latent space is exposed to the user and labelled, and
the effect of the user’s input is immediately reflected in the
latent space visualisation and generated musical output.

To further explore XAI for the Arts the system has been
packaged as a plug-in [1] for consumer music making soft-
ware. It is now being deployed and tested with musicians,
embedding the AI model directly into their music making
toolchains to explore how XAI for the Arts tools might be
used and appropriated in creative practice.

Conclusions
Exploring XAI for the Arts offers a new domain for XAI re-
search which diversifies the set of XAI stakeholders, in-
cludes more open-ended user goals, and broadens the
range of XAI evaluation criteria. However, the nature of the
Arts opens a somewhat philosophical question about what
it might mean to understand a creative AI and what kinds of
explanations are appropriate in artistic settings. For exam-
ple, when we co-create music with humans we partly rely
on an intuitive understanding of each others’ musical inten-
tion to mutually engage with each other, but we do not have
an in-depth and explicit understanding of why each musi-
cian improvises in the way that they do – musicians don’t
usually ask each other about their rationale and motivation
for every single note that they play when they are jamming.
As XAI researchers we should question whether to aim for
detailed explanations from our creative AI systems at all, or
whether conveying the gist of what an AI is doing is really
what is valuable to strive for in XAI for the Arts.

https://xai-with-lsr-ui.vercel.app/
https://xai-with-lsr-ui.vercel.app/
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