


Executive Summary

There are substantial concerns about the unethical use of creative content to train large Artificial Intelli-
gence (AI) models. With the increase of under-regulated AI use, the £124 billion UK Creative Industries
[19] are at risk of losing revenue to large international tech monopolies, and UK-based creatives are
losing their trust in the UK Government’s ability to protect and nurture our globally recognised talent
[31].

This report builds on a series of stakeholder workshops with Creative Industry professionals and prac-
titioners [6] who identified concerns with the use of AI and ways forward for the legislation in this area.
The workshops explored the potential value of low-resource AI models and small datasets for music
making, which itself has been heavily influenced by recent AI developments. With expert input, this
report identifies key issues of using large AI models, highlights ethical and creative concerns, and pro-
poses approaches to address these concerns. Opportunities to apply these recommendations beyond
the music industry, for example, in scientific fields, are also introduced.

The report concludes that a small dataset and low-resource AI approach can bring nuance and char-
acter into AI-mediated creative practice while allowing creators more control and recognition for their
work. This topic is especially timely as AI researchers and creative practitioners are pushing back [28]
against the UK Government’s proposed changes to Copyright Law in 2025 to allow for AI model training
using copyrighted creative output [13].

The report outlines steps that should be taken for future ethical policy development with creative
datasets in mind:

• Improving access to low-resource AI and reducing barriers to its use
• Improving access to small datasets and improving their metadata
• Championing repository access and usability
• Improving dataset security and attribution
• Building financial sustainability for small dataset approaches to AI
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1
Bringing People into AI

The UK Government’s consultation on Copyright, Generative AI (GenAI), and the use of Creative Con-
tent (December 2024) [13], has led to several in-depth responses from the academic stakeholders in
AI developments in Creative Industries. Some responses express concerns around artistic rights [28],
whilst others embrace the more lenient, GenAI-favourable frameworks [12]. Currently, the debate is
still polarised. Technology companies and governments argue that more lenient regulations around AI
training using creative content can only benefit the economy, bringing in revenue from new AI devel-
opments [32]. We and others [28] argue that the revenue loss from disincentivising the UK creative
community through lenient AI regulation is significantly underappreciated. Moreover, the trade unions
(TUC) raise significant concerns over the future of the whole Creative Industry sector if artistic rights are
not protected against non-consensual data processing by tech companies [31]. These concerns are
consolidated by the recent international AI-regulation protest by the creatives at the Annecy Animation
Festival 2025 [2] and the emergency declaration signed by numerous international creative unions to
protect creative rights agains unethical AI use[7].

Creative Industry stakeholders are concerned that the training of large AI models using unethical data
scraping not only takes attribution rights away from the original creators and intellectual property owners
but also destroys the nuance and the essence of the original work. For example, millions of pirated
books and papers were used to train Llama 3 [3] and lawsuits have been launched against StabilityAI
from artists claiming work was taken and used without consent [18]. Moreover, the structure of large
AI models means that they often average out crucial details, diminishing the vigour and individuality of
the creative works they are trained on, as well as the historical value and provenance of the original
creations. This is especially important for communities whose art embodies and represents cultural
heritage and historical nuance.

Music is an excellent example of a vital cultural art form at risk from unethical use of GenAI. Music
is the bedrock of every culture and has a significant impact on personal, cultural and societal trends.
Music, especially cultural and experimental, is often created, kept and shared by independent artists,
with few, if any, creative rights in place as far as AI data processing regulations are concerned [28].
Historically, it has been this type of marginalised or underground music that inspires new artistic styles
and genres, and introduces new artists into the multibillion-pound UK music industry and the music
industry worldwide. Concerns about intellectual property rights with respect to AI and music are not
limited to independent artists, as the music industry as a whole has raised an alarm over the current
poor AI regulations and artistic intellectual property [28]. Without relevant regulations, we are at risk of
losing creative practitioners’ trust in relation to the effective governance and support of artistic cultural
integrity and innovation, compromising inspiration and future innovation in one of the most societally
impactful industries in the world - an industry which the UK remains one of the few net exporters.
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2
Concerns around Large AI
Models in Music Making

The professionals in the Music Industry have already raised alarming reports about how every step of
music making and sharing has, in essence, been hijacked by AI. Indeed, deep learning AI systems are
now used professionally to generate high-quality music outputs merely through text prompts alone [5].

Genre and Style Bias
Deep learning AI models rely on gigantic musical datasets [8], typically trained on mainstream music
datasets that are already available, such asWestern classical and popmusic. Although there is growing
interest in creating and using less mainstream and smaller datasets, they are rarely sufficient in scale
to train a large deep-learning model. With less than 6% of non-Western mainstream music being used
to train AI models [21]. AI creations are inherently biased towards mainstream Western genres.

Creativity Marginalisation
As deep learning-based GenAI becomes integral to music making [37], the trained AI bias will not
only lead to more monotonous and uninspired creations but also risk excluding more experimental and
non-mainstream creations from emerging. The lack of access to up-to-date production tools for music
beyond the mainstream in turn leads to further marginalisation of experimental and minority culture
music creators.

Big-Tech Monopolisation
The problem of marginalisation risks affecting not only a specific music style and artists but also the
Music Industry itself. Most advanced large AI models and tools are owned by multinational tech com-
panies which have access to the substantial resources required for training models of that size. These
organisations scrape the internet to collect massive datasets for AI music training, with limited or no
rights attribution to the artist [11]. Without the necessary regulations around large AI models and the
use of music as training data, the UK music industry is losing its decision-making powers to “Big Tech”,
and in turn losing value, recognition and revenue. Immediate legislative guidelines are essential to
protect the UK music industry’s world-leading reputation for innovation and independence. The recent
UK government consultation on copyright advocated for policies tackle support the creative rights hold-
ers [5], however, these new legislative frameworks might still favour the technology companies over
individual creative practitioners. For example, the opt-out scheme advocated for by the UK Govern-
ment, in which artists can opt out from their data being used in AI training, places the onus of rights
management and enforcement on individuals to the benefit of technology companies [28].
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Environmental Impact
The impact of large AI models is both computationally and resource-intensive. There are growing con-
cerns around the significant energy consumption associated with training and running models, which
rely on large server infrastructures [29]. Despite the scale of this issue, it remains difficult to fully
quantify the magnitude of AI processing energy consumption due lack of transparent reporting. Some
estimates create a stark picture: in a worst-case scenario, the annual energy consumption of gener-
ative AI models used by Google alone could equate to the energy consumption of an entire nation
the size of Ireland [9]. A single large-scale AI model training and development session can generate
nearly five times more carbon emissions than the lifetime exhaust emissions of an average car [29]. Al-
though researchers working with companies such as Google, Open AI, and Microsoft argue that actual
emissions may be lower than the more extreme predictions, they also agree on the importance of the
necessary processing and environmental changes to lower the environmental and energy consumption
footprint [22]. Tooling such as the ML Co2 Impact calculator [17] gives estimates of the energy use of
AI models in kilowatt-hours (kWh), offering greater transparency. The trend is, however, clear—AI’s
demands are escalating rapidly. Researchers worldwide are advocating for responsible solutions and
approaches to AI applications to avoid further negative impacts on the climate and the environment as
a result of AI use [23].

A key aspect of addressing these environmental impact challenges lies in differentiating between ap-
plications that are essential for societal advancement and those that are driven by commercial novelty
or competitive strategy. Implementation of such guidelines poses a philosophical question out of the
scope of the current report.

More practical solutions are beginning to emerge. One such approach is the adoption of smaller, more
efficient models trained on carefully curated datasets. These models can be optimised to perform
specific tasks, with significantly reduced resource consumption. Moreover, not all stages of creative
practice require high-fidelity GenAI—early stage ideation often works with sketches or rough cuts of
music, which would require less energy to generate.

Evaluating AI systems through multi-criteria lenses, including energy usage, ethical alignment, and
societal benefit, could support more balanced decision-making [4]. Instead of focusing solely on per-
formance metrics such as accuracy and speed, a broader and more holistic evaluation would guide
developers and policymakers towards choices that treat computing as a finite resource [33] and priori-
tise environmental responsibility.
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Small - The Next Big Thing?

Recent developments in responsible and ethical AI solutions direct attention towards the potential of
using so-called “low resource” AI [6] in combination with the power of small datasets [24], [14], [6].
Researchers argue that these types of models could be the solution for bringing character and artistic
integrity back into AI-mediated creations, questioning the need for large generative AI models in the
creative fields [16], [34]. Such low-resource AI models also offer a solution for regions of the world
that are energy and compute-scarce or with poor internet infrastructures to support large cloud-based
processing [35]. A recent demonstration by the research team behind the Common Pile v0.1 dataset
has shown that, with compatible AI models, small, ethically sourced (open-domain) datasets can be
used as efficiently as, and can match the performance of, large AI models used by companies like
Google—without relying on unethical practices such as the use of unlicensed or proprietary data without
creator consent[15].

With the right guidelines and support in place, a low-resource AI model approach could empower
artistic attribution, reduce bias, and give creative agency back to creators. Besides empowering the
creative industry and creatives, a low-resource approach is also a more environmentally friendly
solution, requiring fewer resources for training and the use of AI models.

As with most innovative solutions, some obstacles need to be overcome to ensure the success of
a low-resource approach. To understand creative practitioners’ views on AI-generated creativity, the
Responsible AI (RAI) Music project organised an international hybrid workshop in 2024 [6]. The work-
shop gauged the current climate of AI use in the music industry and whether the stakeholders see
small datasets-oriented AI as a realistic and preferable way forward, and if so, what resources and
frameworks are needed to make it a reality.
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Workshop - Experts in AI and

Music

An expert workshop, followed by a stakeholder data analysis session, was an initiative of the RAI
International project on Music (MusicRAI), including partners from Canada, China, Estonia, Germany,
the Philippines, Sweden, the UK and the USA. The expert workshop was held in a hybrid form (online
and in-person) by MusicRAI UK representatives in London, UK, in July 2024. The workshop consisted
of:

• Panel Discussions on the responsible use of GenAI in music (2 total)
• Case Studies on GenAI in non-mainstream making (11 total)
• Focus Group activities on the topic of responsible GenAI in music (2 total).

The detailed description of in-depth workshop proceedings and conclusions can be found in our aca-
demic report [6].

Workshop Attendees
The expert workshop was attended by a total of 148 participants, with the majority being from Music,
Technology, Art and Design, and Education backgrounds 4.1.
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Figure 4.1: Attendees’ background by sector based on the number of responses.
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5
Reflection on Small Datasets

and Low-Resource AI

Discussions and focus groups in the expert workshop were analysed in the stakeholder analysis work-
shop to identify key themes of contemporary discourse around GenAI and music making using the-
matic analysis. See [6] for a detailed analysis. Themes emerged around the definitions, applications
and value of small datasets and the supporting AI models, discussing the benefits of such approaches,
see Fig. 5.1. The participants raised urgency when discussing the framework to support these ap-
proaches, such as ethical, legal and security measures, as well as the accessibility of the relevant
tools and repositories to creatives with no technical knowledge of AI and programming.

Collecting and 
sharing small 

datasets

Low 
Resource AI 

Models

Small Datasets

Finding Small 
Datasets

Advantages

Improve access
Retain attribution

Real-time
Retain Control

Reduced environmental impact

Benefits

Reduced bias
Retain attribution
Fine grained control
Cultural significance
Respect for source material

Figure 5.1: The benefits and advantages of small datasets low low-resource models from [6].

Small Datasets: Definition, Application, Value
Experts in the workshop reflected on the current and future role of small datasets of music. The defi-
nition, collection and application of small datasets were debated through the prism of data ownership,
ethics and supporting systems while preserving music production and sharing values and traditions.

Defining Small Datasets

The conclusions drawn from the workshop were that the small datasets in music should not be defined
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by genre alone, but rather classified through the more granular features and specificities of the music,
the metadata around the creation. These more granular features include recording location, time,
music mood, or artist name. If music styles are the essence of training intent, then the metadata of
music data should encapsulate the cultural context, types of instruments and their articulation, as well as
performance technique (live music, exhibition, studio recording, etc). This level of representation could
provide sufficient context for the specificity of AI training techniques, focusing only on the necessary
selective detail, bringing context and music character back into the AI-mediated creation.

The pressing issue with clearly defining small datasets and their relationship to GenAI is establishing
which music attributes are most salient to capture and how to encapsulate these for multidimensional
yet ethical AI use in the future.

Collecting and Sharing Small Datasets

The primary concerns of experts regarding storing and sharing small datasets were around data ethics,
data protection and creators’ rights, circulating the topics of artistic consent, agency and cultural
appropriation.

The most straightforward solution to these concerns is that small datasets remain within the com-
munities where they are produced and are then used only within these communities. This approach,
however, restricts one of the most significant aspects of music creation and innovation, the act of in-
spiration from other artists and music styles. On the other hand, sharing such datasets outside of the
community comes with concerns that users outside of the community might reinterpret such datasets
for their agenda and profit, without honouring attribution or reimbursement.

One of the solutions offered by experts is to introduce structured informed consent with clear attri-
bution to the music sources in the dataset alongside structured datasheets. The consent should have
a timed and retractability option, with data usage intent stated and timed. Of course, this means
that small dataset holders would need to engage with these frameworks, and dataset quality should
be optimised in its granularity, inclusive of attribution information and other necessary metadata for the
specificity of use. Unfortunately, many non-mainstream, cultural and independent artists might not be
versed in these new ethical frameworks or lack access to the tools needed to engage with such
practices. More education and necessary tools should be accessible for independent artists to ease
the process of integration into inevitable AI-futures.

Government initiatives should be introduced to embrace the implementation of ethical frameworks
around data collection and sharing and provide easily accessible educational guidelines and tools
to the creative community. This is especially important now, considering the present intellectual
property regulations are currently more of a problem than a solution for ethical small dataset sharing
by independent creators.

Finding Small Datasets

In the ideal scenario, a repository or navigation tool should aid creative practitioners in finding ethical
small datasets, whether music or otherwise. The experts noted that presently, such small datasets are
scattered around the internet, are difficult to find and often with very limited attributional informa-
tion. Information about a dataset is often limited to its filename or a small text file. Unfortunately, at this
level of documentation, the engagement with artistic data might not permit the ethical use of creative
datasets even with the best intentions in mind. Experts offered a potential solution for such issues, such
as implementing specialised ethical unsupervised machine learning methods that would apply non-
genre-based classification techniques to locate and categorise datasets based on attributes which
reach beyond coarse genre classification. By doing so, dataset taxonomies could move away from
the status quo Western lens of music genres towards a more fine-grained, diverse, and inclusive view
of music based on culture, environment, artist instrument, representation of specific sounds of interest,
etc.

Using Small Datasets

There are ethical benefits of using small datasets, yet at the same time there are several issues when
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it comes to their use in practice. The main issues of small and non-mainstream dataset use are around
data quality. Experts noted that due to a lack of professional equipment or a sufficient environment for
good-quality recordings, the recordings found in smaller niche datasets are difficult to process without
additional pre-processing procedures. For example, some datasets might suffer from excessive noise
or lack of sound, data pollution or intrusion from other environmental noise contaminants.

Another concern is the technical abilities that are required from the musicians to engage with AI-
based processing of small datasets. Many musicians, especially from independent or cultural music
backgrounds, have little or no technical training or the interest to participate in such a level of technical
engagement. This puts these creators in a situation in which the new ethical AI systems might not
be able to access and promote their creations, and the artists would not be able to benefit from such
ethical AI tools. Some level of AI literacy and ease of access need to be introduced at all levels of
music making.

There are also features of many small datasets that restrict their use for AI training. Some small
datasets are by design restricted to specific sounds or sound patterns, not full melodies, unlike full
compositions that might be used for large AI model training. Additionally, some small datasets are
created to be quite experimental or avant-garde, which makes them hard to use for generalised music
composition and large AI model training. The inability to use such datasets for any commercial value
makes it difficult to commercially justify the storage and maintenance costs of databases with such
unique datasets for many artists, raising barriers to access and engagement.

The specificity of small datasets is a barrier to use by large AI models, and yet it is what makes
these datasets invaluable for responsible AI.

Value of Small Datasets

The workshop experts agreed that engaging ethically with small datasets could bring independent and
marginalised music communities into the limelight, showcasing their work in the new era of AI. This
is an incentive for ensuring that small datasets are open to public access and well-maintained. Ethi-
cally managed small datasets could enable communities to create their archives and repositories and
keep the cultural significance and meaning behind such databases intact. Engagement with the
community that owns the small datasets also has the potential to create a greater understanding and
respect for source material and its creation.

Small and unique datasets, if managedwell, open up a new future of AI music innovation with ethical
integrity, character, and creators behind the wheel. This approach could bring under-represented
creators into the limelight and inspire new waves of music and AI innovation.

The practical benefits of small datasets outweigh many of the shortcomings in quality as far as the AI-
mediated creativity is concerned. Small datasets are oftenmore detailed and structured, which could
offer more fine-grained control to create more meaningful and authentic creations. This level of
nuance would reflect the essence of the original creations rather than the homogenisation typical of
large GenAI models.

Low-Resource AI Models for Small Datasets
The necessity to embrace small datasets in the AI era requires rethinking the current AI practices
and possibly revisiting the old. Workshop experts discussed AI models that are currently able to work
with small datasets, and the ways forward for the small dataset mindset when it comes to developing
new AI models.

One of the most enticing features of smaller machine learning models, as far as AI impact is concerned,
is that they do not necessarily require excessive amounts of computing power. For example, low-
resource AI models could be used to create commercially viable products using small datasets for a
fraction of the energy consumption necessary for a large deep learning AI model, making them
more accessible to communities with scarce energy resources [35]. When discussing low-resource AI
models suitable for small music datasets, the experts identified several AI architectures and models
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(Table 5.1) that have already been successfully applied in music making. Most of the AI architectures
are general use (e.g. RNN,’s, Diffusion models, etc), whilst some models are more music-specific (e.g.
RAVE, SampleRNN).

AI Architecture Music Specific
Recursive Neural Networks (RNN) No
Long Short-Term Memory (LSTM) No
Variation Autoencoders No
Diffusion Models No
Transformer Models No
RAVE Yes
SampleRNN Yes

Table 5.1: The AI architectures and models for small datasets mentioned by the experts

Support Framework for AI models

The technical capabilities of AI models, albeit central to the training outcomes, are not currently the
dominant concern for AI-mediated music making. The experts noted that AI model architectures aside,
the most defining and often pivotal discussions around AI use are the support frameworks around
these tools. Such frameworks included ease of use and access (workflow integration, data visualisa-
tion and representation) and regulatory frameworks (policy, data federation, security, licensing of the
tools used). Without these in place, it is difficult to ensure a future where everyone benefits from the
AI-mediation in an equitable and fair manner.

One approach to facilitate more engagement from the creative community who are not familiar with AI is
to improve access and develop more user-friendly and community-supported tools for creators
of different abilities in programming languages. In music creations, some of such tools are already
available and used by many. For example, analysis of applications for the MusicRAI’s call for artis-
tic mini-projects, aiming to commission a limited number of music compositions using AI and small
datasets [26], revealed that the majority of applicants chose open-access AI-mediated software that
has a strong community support for creative developers at all levels. Most artists applying for the
MusicRAI competition chose the GenAI tool RAVE followed by Stable Audio Open (Fig. 5.2b). Both
tools have audio generation frameworks providing support tools, with options to train author models
from scratch and use the model within their music composition workflows.

(a) The Frequency of Generative AI models mentioned more than
once by the call applicants (participants could name more than one

option)

(b) The percentage of applications declaring the use of the RAVE
model compared to applications naming other technologies (out of 39

participants)

Figure 5.2: Representation of Most Used GenAI Models by the Music Project Applicants
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Value of low-resource AI models

The experts agreed that low-resource AI models bring value from artistic, ethical and environmental
perspectives. These more restrictive models were argued to be more ethical, offer more control and
allow for model specialisation achieved through short training and evaluation cycles. This level of
control permits more artistic agency during the training and dataset curation process, enabling more
selective and appreciative transformation of the original work.

Finally, due to lower processing needs, the experts noted that low-resource models engaging with small
datasets can also be used real-time in live music performances. A feat that is currently unimaginable
for large language models which take seconds or minutes to generate a piece of audio. This level
of live artistic engagement offers the opportunity to bring a whole new form of technology-mediated
entertainment into the mainstream, bringing innovation to the music industry as a whole.

The main goal now is to ensure that low-resource AI models are readily accessible, understandable,
and usable even for the least technically savvy creators.



6
Future Directions and Policy

Guidelines

To take concrete steps towards the more widespread use and deployment of small datasets and low-
resource AI models, we propose calls to action in this section informing both pragmatic and policy
agendas.

Improving access to low-resource AI
To ensure that low-resource AI models are easily findable and accessible, we recommend develop-
ing platforms to bring together the fragmented landscape of AI models. To challenge dominant deep-
learning technologies, these platforms need to include open and community-editable lists or databases
of AI models and which musical features they work best with. This would focus on linking to open-
access, non-profit archival repositories and AI models rather than creating another repository of AI
models per se.

Reducing barriers to low-resource AI use
Hand-in-hand with the need for more findable low-resource AI models is the need to offer ways to make
them more usable. Importantly, we believe that a key opportunity is to create educational tutorials (e.g.
videos) for artists about data curation, model training, and ethical approaches to using and customising
low-resource AI models. This would also include guides on how to go through the whole GenAI music
process from the start with dataset preparation to the finish with AI model selection, training, fine-tuning,
and music generation. Such guides empower artists to take more control of GenAI than is possible with
closed deep learning models.

We also recommend producing guides for finding the best AI model and data representation for a
particular use case, which we found can be challenging for non-technologists. For example, a guide
providing an overview of which low-resource AI models are available and how they can be used to
generatemusic, along with guides on howmuch data would be needed tomake the AI models functional
for which purposes. And guides for what kind of dataset would be needed for a particular AI model,
and what are the pros and cons of each AI model, and what are the privacy and regulatory concerns
around their use.

Improving access to small datasets
It is important that communities of users are able to find and access responsibly sourced musical con-
tent. To support access, we suggest offering ways to use a subset of large repositories to create curated
small datasets, e.g. using Music Information Retrieval (MIR) techniques to find coherent small datasets
from large repositories such as SoundCloud. We also suggest developing ways to use AI classification
and clustering tools to cluster similar or related datasets together to support dataset curation.
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Improving metadata
Current datasets lack consistent metadata such as who composed and performed the music, what
genre and style it is, which key it is in, what tempo and rhythm are used, what kinds of instruments
are used, how the music is played on those specific instruments, what are the meanings, origins, and
cultural context of the music, and so on. In many cases, the metadata is non-existent or of poor quality.
We propose that what is needed is a good data dictionary that enumerates and defines each feature
found in the datasets linked to by the repository. This metadata then needs to be accompanied by a
description of how these musical features relate to features of AI models linked to from the repository.

This could be achieved using a combination of established Music Information Retrieval (MIR) tech-
niques to automatically generatemetadata from datasets and offering community-managed taxonomies.
Community-managed taxonomies would allow for richer and more culturally meaningful metadata and
move beyond colonial epistemologies of genre, where anything beyond the canon of the Global North
is labelled as “World Music” regardless of the substantial debt that many genres owe to the Global
South.

Championing repository usability
One of the greatest barriers to finding and selecting AI models for use with small datasets is the cum-
bersome and hard-to-use repository user interfaces (where they exist at all). For example, there is
an over-reliance on source control user interfaces such as GitHub (https://github.com), which re-
quire substantial conceptual technical know-how to successfully navigate. Instead, we recommend
developing repository user interfaces which include powerful and usable filters for easier searches, a
visualisation-based interface for easy navigation of datasets, and an easy-to-use companion app for
capturing and contributing new content.

Improving dataset security and attribution
Key to the success of open, community-based, small datasets and low-resource AI models will be
clear community use and access policies. For example, clear methods and governance for adding and
removing data post publication that include history deletion, withdrawable consent, and reporting and
flagging mechanisms and processes.

Creative attribution needs to be respected and represented across the different levels of data and AI
model creation, along with clear attribution governance and explainable terms of use and attribution.
Mechanisms also need to be in place to prevent data scraping of datasets whilst also allowing them to
be accessible, searchable, workable, and re-mixable. One such example is to apply blockchain based
NFT methods to ensure data provenance in a secure manner [25].

Building financial sustainability
The financial and infrastructure costs of deep learning GenAI models and large datasets were repeat-
edly flagged as barriers to ethical and responsible GenAI with music. To address this issue, we rec-
ommend hosting of datasets and AI models on non-profit, open-access archival organisations such as
Internet Archive (https://archive.org: used for general multimedia, website and literary data shar-
ing and storage), and Zenodo (https://zenodo.org: used for scholarly datasets, software and article
storage and metadata organisation alongside a persistent identifier for citation, the DOI). The key to
supporting the community will be to develop repositories which are either zero or low user cost, whilst
ensuring ethical and responsible use of the resources developed and offered by the community.

https://github.com
https://archive.org
https://zenodo.org
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Translational Impact Beyond

Music

A well-managed and documented small dataset and low-resource AI approach does not need to be
limited to the music industry or even the creative industries. Any kind of human-centric, people-
generated, and legally openly available datasets used for AI training and ML-based analyses could
be approached with a similar responsible and collaborative intent. Potential datasets range from em-
bodied notation and theatrical performance data to multimodal human-cognitive sciences data, such
as reaction times, brain and physiological activation recordings.

Human-Centric Science Data
Open data repository practices are now widely endorsed in human-centric sciences, embracing open-
ness and transparency between international researchers from different disciplines. One of the most ex-
emplary instances is the Open Science Framework (OSF: https://osf.io), which allows researchers
to upload their datasets alongside a description of their research and experimentation intent and de-
scriptions of analyses made to derive their conclusions. The datasets are timestamped, have clear
author attribution and affiliation, with author-determined data usage and sharing licensing assigned
to the dataset. The anonymised licensed research data can be easily accessible by other re-
searchers through search options, without often complex data transfer agreements (DTAs), with an
option to reach out to the original author for more in-depth collaboration. Every uploaded dataset is
expected to be compliant with local data governance regulations regarding data sharing procedures
(such as the GDPR in Europe or UK GDPR in the UK) and stored on domestic OSF servers compliant
with such regulations.

The OSF uploaded datasets often have similar features to small datasets of music discussed in this
report. They comprise limited intentional information reflecting a certain human phenomenon, such
as quantified and categorised behavioural, cognitive or neurophysiological outcomes, to the measures
systematically designed by the scientists. The datasets are often linked to scientific publications
that expand on the larger context of acquiring such data, with publications declaring data sharing
with an assigned open data badge and a link to an OSF repository (for example, see [30]).

As with music datasets, if documented well and processed ethically, the merged human-behaviour
or psychology-centric data from different OSF sources can be used for meta-analyses and combined
machine learning approaches to answer bigger questions, not limited to a single lab or research centre
alone. With ethical AI advances and collaborative frameworks in place, these datasets could be an
invaluable step to learn more about human nature and biology.

Human-centric science data can be highly sensitive due to the impact of conclusions that could
be drawn from the results, and so blindly scraping datasets of human psychology, cognition, and be-
haviour for use with large generative AI models would be highly unethical. Moreover, the conclu-
sions of such an approach will lack the transparency and nuance required when discussing individual
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differences and variation in humans. The outcomes risk disproportionately affecting the marginalised
communities who often, unfortunately, still have little voice in academic and research circles.

Alongside responsible AI legislation on human-centric science data, more controlled and transparent
low-resource AI models might be the next step towards more ethical AI-led discoveries about
people’s brains and behaviours. The ethics and frameworks around large AI models in psychological
sciences are already being debated in academic circles [10, 1]. More research and frameworks should
be established to support the transition of human-centric psychological science data into the AI era,
and communities whose data is being used and processed should be involved in these discussions.

Human Performance Data
Small AI approaches may also be translated into domains such as human artistic performance, in-
cluding both analysis and synthesis, in practices such as dance, theatre, or other embodied practices.
These systems, when trained on small and curated datasets, are often more aligned with values that
prioritise re-engagement with human perspectives.

In the context of artistic performance data, small AImodels can be trained to recognise, interpret,
and co-create movement patterns, whilst retaining significantly lower computational costs [36,
20]. These applications avoid the need for massive datasets or cloud-scale processing and emphasise
responsiveness and interpretability to their context.

Smaller AI systems can also be deployed onto local devices or embedded and wearable technologies,
either providing real-time feedback to the performers or enhancing the performance itself [27,
38]. This could be impactful in educational or community-based contexts, where resources may be
limited but the innovation potential is great.

In the context of performance-based practices, the goal of AI usage is often more focused on expres-
sion, interpretation and exploration, rather than solving or optimising problem spaces. The result is
a new form of translational knowledge, where data from human movement doesn’t just inform perfor-
mance metrics but becomes the basis for shared meaning-making between disciplines. Ultimately,
this approach exemplifies the potential of using AI in a more human way, where technology can
be used to foster connections between the body, data and culture.



8
Conclusions

The UK government consultation, held in December 2024, was a necessary step towards ac-
knowledging the urgency of the legislative changes that need to be made for the UK as the
country embraces the AI Era. Some of the options weighed by the Government were realistic and
fair solutions for initial discussions. However, it is important to highlight that the final recommendations
of the consultation seem dismissive of the years of outcry from the Creative Industry regarding their
rights and revenue being “scraped” away by the big tech AI-training procedures.

This report highlights that the UK government should not take the current Creative Industry
outcry lightly. By not taking the human-centric approach and setting legislative frameworks favouring
more lenient AI-training approaches (e.g. the scrape first, opt-out later solution), the government is
risking the talent and revenue of a well-established Creative Industry, in favour of a more innovative
yet risky sector of AI.

Establishing Britain’s world-leading expertise in AI should not come at the expense of its own
citizens’ rights, fuelling a feud between the Creative, Technology, and Innovation sectors. Not
respecting copyright through non-consensual data scraping will alienate creative talent away from the
UK, having immeasurable consequences on the country’s global reputation, not to mention diminishing
the public’s trust in the governing body.

In this report, we proposed several solutions on how to create more ethical, legal, and tech-
nologically facilitated frameworks to establish a more symbiotic relationship between the Cre-
ative and AI sectors through a human-centric approach. We highlight that although the solutions
should be both legislative and technological, they should, most importantly, be accessible to a non-
technologically savvy population. These frameworks should be created in collaboration with the cre-
ative communities, especially from marginalised and independent creators who are not protected by
legal teams and are at the mercy of exploitation of their creativity.
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