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Abstract

Creativity Support Tool (CST) evaluations in Human-Computer Interaction
predominantly apply mixed-methods to assess user engagement. For exam-
ple, CST evaluations include questionnaires based on the theory of flow: an
optimal state where people feel in control and lose self-awareness. Reflec-
tion is also crucial in CST interaction. However, reflection is marked by
ambiguity and self-awareness, which contrasts with engagement. Few CST
evaluations address reflection, and even fewer use reflection questionnaires in
systematic mixed-methods evaluations. This thesis challenges the dominance
of engagement-based evaluation in CSTs. It argues that a systematic evalu-
ation of reflection in CST interaction is needed to characterise and support
the user’s creative process.

The thesis thus develops the Reflection in Creative Experience (RiCE) ques-
tionnaire to systematically evaluate reflection in CST interaction. RiCE is
applied across user studies in the case study domain of composing music with
Artificial Intelligence Generated Content (AIGC). The domain represents the
state-of-the-art in CST development and provides a rich and specific context
for characterising reflection. The focus is on generative AI: models built from
datasets that produce new data with similar properties.

A user study with RiCE characterised reflection in artist-researchers’ use of
different AI tools; they reflected on their process when curating AIGC in real-
time, and reflected on themselves when organising their curated AIGC. A
new AI-based musical CST for reflection was also evaluated, characterising
reflection’s interplay with moments of focused engagement; during focus,
reflection occurs when users are uninterrupted and learn from AIGC.

The new knowledge contributions are the RiCE questionnaire and novel char-
acterisations of reflection in AI-based music composition. RiCE enables the
systematic assessment of reflection in different CSTs and study conditions –
an advance on existing engagement-focused tools. The new characterisations
of reflection provide value to AI-based musical CST users by showing how
to invoke different types of reflection in their practice.
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Chapter 1

Introduction

Creativity and technology have together influenced culture and the arts.
Rosetta Tharpe pushed guitars into distortion to revolutionise rock and roll
(Wald, 2023). Visual effects artists at Industrial Light and Magic pioneered
novel techniques for overlaying images, used in technology such as Photoshop
(Manovich, 2011), to drive innovations in film and media.

Despite its importance to culture, research on creativity only emerged at
pace in the 1950s, within the field of psychology (Guilford, 1950). The
trajectory of psychology research on creativity has been broadly described
in three waves (Frich et al., 2019). The first wave describes the initial rise
in the 1950s after Guilford’s (1950) address to the American Psychological
Association. Guilford (1950) described creativity as a core component of
their structure of intellect model, characterising creativity as the number
of divergent thoughts a participant can invent for an object. The second
wave critiqued this characterisation of creativity from a social-constructivist
viewpoint. It argued that the quantification of divergent thoughts ignored
the social aspects of creativity (Amabile, 1983; Csíkszentmihályi, 1999). The
third wave, in its emergence (Frich et al., 2019), focuses on collaborative and
digital creativity.

The multifaceted and subjective nature of creativity means that it is ill-
defined. Colton and Wiggins (2012) describe creativity as an essentially
contested term; its correct definition requires continuous debate on its defi-
nition. Creativity has thus been studied in a variety of ways, characterised in
psychology by Rhodes’s (1961) four Ps of creativity, described below.
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Person: Creativity can be viewed as a personality trait. Indeed, creativity
was seen as an innate characteristic of geniuses, leading to studies of their
personality (Albert & Runco, 1999).

Product: Creativity can be examined in creative products, under the as-
sumption that creativity is inherent to its outcomes. Distinctions are pro-
posed between creative outputs that are historically important and judged
by people as creative post-hoc (H-Creative), or perceived by an individ-
ual as creative for themselves (P-creative) (Boden, 1991). For example,
P-creative outcomes occur in everyday activities such as report writing or
cooking (Richards, 2010).

Process: Creativity can be studied by examining how people create. This
contrasts with research on creative products, focusing instead on how said
product came to be. For example, Locher (2010) examined the process of
visual artists from archives of interim sketches, video observations and sensor
data. De Bono’s (1985) thinking hats, a seminal work on brainstorming,
identifies a set of mindsets that people can apply in the creative process to
think from different perspectives.

Press: Creativity does not occur in a vacuum. Thus, there are studies
on the wider culture and social milieu where creativity happens. Csíkszent-
mihályi (1999) proposed a systems view of creativity where creativity is
socially constructed as the result of interactions between people and their
cultural environment. Amabile (1983) emphasised the social nature of cre-
ativity, arguing its definition was innate amongst people within a creative
domain.

Despite the diverse range of approaches to creativity, a common definition
of creativity cited in psychology is: where novel work is produced which
is useful for a group at some point in time (Stein, 1953). However, there
is debate around novelty and usefulness and their relevance to creativity.
For example, both the arts and the sciences use creativity. Yet, whilst the
arts emphasise novelty and individual self-expression, the sciences emphasise
finding practical solutions and problem solving (Glăveanu & Kaufman, 2021,
pg. 18).
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Boden (1991) similarly defines creativity as the ability to come up with
ideas which are novel (to the person who has the idea, cf. P-creativity)
and valuable. However, they add that novel ideas lead to different types of
surprise. They introduce three types of processes that lead to novel and
valuable ideas, each with different types of surprise attached:

Combinational Creativity: where ideas that are not typically similar are
brought together, for example, an analogy in poetry. This leads to surprises
where something unusual occurs and you are surprised it happened.

Exploratory Creativity: where new ideas are developed which fit within
the conceptual space of a previously accepted style. This leads to the surprise
of seeing something atypical within a given style.

Transformational Creativity: where new ideas change the rules of a
culture. For example, cubism brought a new perspective to art. This leads
to the surprise of seeing something that was thought impossible, and can
take a long time to be accepted.

Hewett et al.’s (2005) taxonomy captures the range of characterisations of
creativity described above. Its factors are used to situate creativity-related
research within the broader range of perspectives on creativity. The taxon-
omy includes the factors of:

• product/persons/process;

• personal/social;

• domain-specific/general;

• and individual/collaborative.

This thesis focuses on the aspects of creativity highlighted in bold font above.
It focuses on individuals’ subjective experiences of their creative process. It
is situated within the Human-Computer Interaction (HCI) field and advances
a research gap in the current state of Creativity Support Tool (CST) evalu-
ation, outlined further below.
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1.1 Research Gap

Since the early 2000s (Fischer, 2004; Shneiderman, 2002), the field of CSTs
has investigated the design and use of technology to support people in the
creative process (Frich et al., 2019). This includes for a variety of creative
contexts: from music (Bryan-Kinns & Hamilton, 2012) to fashion (Jeon et al.,
2021) to dance (Fdili Alaoui, 2019). This variety of CSTs means a multitude
of theories are used for their design and evaluation. These theories relate to
various experiential aspects of the creative process (Remy et al., 2020).

Engagement, where people are drawn in and immersed in an activity when
using a computer (Bryan-Kinns et al., 2007; Chapman, 1997; Wu, 2018),
has dominated the design and evaluation of CSTs. For example, engage-
ment is central to seminal guidelines for CST design (Resnick et al., 2005;
Shneiderman et al., 2006). Engagement is also prominent in the Creativity
Support Index (Cherry & Latulipe, 2014), which has enabled the systematic
evaluation of CSTs over the last decade.

Reflection is another crucial aspect of the creative process (Candy, 2019).
It is central to the informal, experiential learning which occurs in creative
experiences with technology (Candy, 2019, pg. 178), where people build
tacit knowledge by cyclically interacting with a CST and reflecting on its
outcomes (Schön, 1983). However, reflection contrasts engagement when
characterised by moments of self-awareness and introspection. For example,
during moments of reflection, people often step back, disrupting their atten-
tion during moments of engagement (Moon, 2013; Sharples, 1996; Wilson et
al., 2023). Reflection also requires effortful thinking (Kahneman, 2011), con-
trasting with the autotelic and fun-based interactions that occur in moments
of engagement (O’Brien & Toms, 2008).

Few CST evaluations address reflection, and even fewer have systematically
assessed reflection as part of a mixed-methods user study, which is the stan-
dard for CST evaluation (Hewett et al., 2005). Cox et al. (2025) show that of
173 user studies on CSTs in the last 10 years, only 6 (including research pub-
lished from this thesis) applied measures of self-reflection. This demonstrates
that there are limited frameworks and no consensus on how to operationalise
reflection for CST evaluation.
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This thesis argues that a systematic evaluation of reflection in CST interac-
tion is needed to characterise and support the user’s creative process. The
focus on reflection challenges and advances on the dominance of engagement-
based evaluations in the CST field.

1.2 Case Study Domain: AI-based Music Composition

This thesis selects Artificial Intelligence (AI)-based music composition as its
case study domain to focus the investigation of reflection in CST interaction
to a specific creative context.

Music composition is fundamental to human evolution and social develop-
ment (Freeman, 1998), and a fundamental element of intangible cultural
heritage (Unesco, 2020). As with other creative domains, music composition
presents an open-ended challenge where technology mediates the potential
creative possibilities (Magnusson, 2019). Moreover, computer music is an ac-
tive area of research, exemplified by various publication venues such as the
New Instruments for Musical Expression conference (Poupyrev et al., 2001)
or the International Society for Musical Information Retrieval conference
(Downie et al., 2009). These qualities justify music composition as a rich
and specific area in which to investigate reflection in CST interaction.

Furthermore, the world is currently experiencing a new wave of AI research
(Xu, 2019). Whilst AI algorithms for generating music autonomously have
been developed for decades (Harley, 2002; Hiller & Isaacson, 1957), recent
breakthrough techniques in AI have led to systems capable of convincingly
imitating existing music (Carnovalini & Rodà, 2020). This thesis focuses
on these generative AI systems, following the definition of generative AI
as: models built from datasets to produce new data with similar statistical
properties (ibid). The outputs from these AI systems are referred to as
AI-Generated Content (AIGC).

The elevated interest in AIGC has renewed previous discussions (Cornock
& Edmonds, 1973; Lubart, 2005) on the opportunities for creativity support
using computers. For music composition, generative AI has been applied
to CSTs to extend the possibilities of how people interact with music. For
example, generative AI can complete menial composition tasks up to acting
similar to a collaborative musical partner (Jourdan & Caramiaux, 2023).
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Within the creative industries, interest in AIGC has thus grown significantly
(Caramiaux et al., 2019). There have also been calls for more human-centred
AI research (Garibay et al., 2023; Shneiderman, 2022), including in music
(Jourdan & Caramiaux, 2023). This justifies the case study of AI-based
music composition as a timely case study domain. It represents the state-of-
the-art in CST design and resonates with calls for human-centred AI.

1.3 Research Questions

In line with the thesis’s argument and case study domain, the following
research questions are addressed:

• RQ1: How is reflection characterised in people’s open-ended interac-
tion with AI-based CSTs designed for music composition?

• RQ2: What is the interplay between characterisations of reflection
and engagement in people’s open-ended interaction with an AI-based
CST for music composition?

These questions enable an advance in the state-of-the-art by providing new
characterisations of reflection for users of musical AI-based CSTs (RQ1)
and positions the findings in contrast to existing engagement-focused tools
(RQ2). The answers to the research questions are in Section 13.2.

1.4 Methodological Approach

This thesis applies a mixed methods approach to address the research ques-
tions above. This follows the standard for evaluating CSTs (Hewett et al.,
2005). Each user study involves people interacting with a CST and giving
post hoc feedback. The studies are conducted systematically, limiting how
long people use a CST and guiding them through a study protocol. The
study tasks are open-ended rather than comparative – for example, there
are no comparisons between a system with and without AI. The open-ended
approach is used to investigate typical characteristics of creative processes
(Kerne et al., 2013), in line with the thesis research questions.
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1.5 Contributions

This thesis makes two central claims of new knowledge.

Contribution 1: There is new knowledge on how reflection is characterised
in people’s music composition with AIGC.

The state-of-the-art shows little research on how reflection is characterised
in CST interaction, and fewer studies using questionnaires to systemati-
cally characterise reflection in mixed-methods evaluations. For the thesis’s
case study domain of AI-based music composition, there are no studies that
systematically characterise how people reflect when using AIGC. This the-
sis advances on the state-of-the-art by presenting systematic characterisa-
tions of people’s open-ended interaction with AI-based musical CSTs. It
characterises reflection in AI-based musical CST interaction as a balance of
reflection-on-process, reflection-through-experimentation, and reflection-on-
self. Reflection-on-process is shown as common in CST interaction, whilst
reflection-on-self is less common – particularly in music interaction contexts.
Reflection-through-experimentation occurs early in the AI-based music com-
position process, and is common when users are unfamiliar and learning
about an AI tool. These characterisations are based on findings from the
study chapters described below.

Chapter 8 characterises that artist-musicians reflect-on-process when curat-
ing AIGC in real-time, and self-reflect when organising their curated AIGC.
The value is that users of AI-based musical CSTs can adapt their practice
to invoke more of each type of reflection (see Section 13.3). For example,
users should spend more time focused on organising AIGC to encourage more
self-reflection.

Chapter 11 characterises the interplay between reflection and engagement for
computer science students in AI-based music composition. It uses a novel
AI-based CST as a case study to identify common reflection patterns. The
interplay between reflection and engagement is that moments of focused at-
tention occur alongside engagement, and that self-reflection occurs alongside
people’s feelings of a rewarding experience. It also shows interplay between
reflection and focused attention, and the conditions for AI tools under which
this happens: users reflect in moments of focused attention when uninter-
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rupted or when learning new interactions from an AI. It is the first study
to identify relationships between reflection and engagement based on a sys-
tematic CST evaluation, in the AI-based music composition context. The
value to AI-based musical CST users is that these novel characterisations
inform recommendations for when and how users should use AIGC to invoke
different types of reflection (see Section 13.3).

Contribution 2: There is a new contribution of knowledge in the form of a
novel questionnaire for reflection in CST interaction.

The state-of-the-art for CST evaluation uses questionnaires based on the
engagement theory of flow (Csíkszentmihályi, 1990). There are no ques-
tionnaires focused on reflection in CST interaction. This thesis contributes
a new questionnaire enabling the systematic assessment of reflection, thus
providing a methodological advance on existing CST evaluation tools. Devel-
oped across Chapters 3, 4 and 5, the new questionnaire characterises reflec-
tion as three conceptually meaningful factors: reflection-on-current-process,
reflection-on-self and reflection-through-experimentation. Its suitability is
demonstrated by its use in Chapters 8, 11 and 12. Indeed, its findings un-
derpin the characterisations of reflection contributed in Chapters 8 and 11.
The value is that other CST researchers can use the questionnaire to sys-
tematically assess different types of reflection in different tools and study
conditions.

The contributions above relate to the study of CSTs within the field of HCI.
The research is appropriate for publication at the ACM Creativity and Cog-
nition conference (Candy & Edmonds, 1999). This contrasts music-led areas
such as New Instruments for Musical Expression (Poupyrev et al., 2001)
and AI-focused areas such as Computational Creativity (Colton & Wiggins,
2012). This thesis does not contribute to the development of novel AI sys-
tems, which would be a more typical contribution to the Computational
Creativity field. Although this thesis touches on these related areas, the
terminology and literature used throughout are selected to reflect the focus
on CST and HCI research.
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1.6 Associated Publications

Portions of the work detailed in this thesis have been presented in peer-
reviewed, international scholarly publications, as listed below.

Chapters 7 and 8 are based on the following publication:

• Ford, C., Noel-Hirst, A., Cardinale, S., Loth, J., Sarmento, P., Wil-
son, E., Wolstanholme, L., Worrall., K., & Bryan-Kinns, N. (2024)
Reflection-Across AI-based Music Composition. Proceedings of the
2024 ACM Conference on Creativity and Cognition. https://doi.org/
10.1145/3635636.3656185 Note: Honourable Mention Award.

Chapters 3 and 4 are based on the following publication:

• Ford, C. & Bryan-Kinns, N. (2023) Towards a Reflection in Creative
Experience Questionnaire. Proceedings of the 2023 CHI Conference
on Human Factors in Computing Systems. https://doi.org/10.1145/
3544548.3581077

Section 2.3 is based on portions of the following publication written by the
author:

• Lerch, A., Arthur, C., Bryan-Kinns, N., Ford, C., Sun, Q. and Vinay,
A. (2025) Survey on the Evaluation of Generative Models in Music.
arXiv preprint arXiv:2506.05104. Note: Accepted to ACM Com-
puting Surveys. In publication process.

1.6.1 Supplementary Publications

The following publications, whilst not directly included in this thesis, show-
case research completed by the author during their PhD with relevance to
HCI, AI and music.

• Saitis, C., Del Sette, B.M., Shier, J., Tian, H., Zheng, S., Skach, S.,
Reed, C. N., Ford, C. (2024) Timbre Tools: Ethnographic Perspec-
tives on Timbre and Sonic Cultures in Hackathon Designs Proceedings
of the 2024 ACM International Audio Mostly Conference - Explorations
in Sonic Cultures (AM ’24) https://doi.org/10.1145/3678299.3678322

• Bryan-Kinns, N., Noel-Hirst, A., & Ford, C. (2024) Using Incon-
gruous Genres to Explore Music Making with AI Generated Content
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Proceedings of the 2024 ACM Conference on Creativity and Cognition.
https://doi.org/10.1145/3635636.3656198

• Bryan-Kinns, N., Ford, C., Zheng, S., Kennedy, H., Chamberlain, A.,
Lewis, M., Hemment, D., Li, Z., Wu, Q., Xiao, L., Xia., G, Rezwana,
J., Clemens, M., Vigliensoni, G. (2024) Explainable AI for the Arts
2 (XAIxArts2). Proceedings of the 2024 Conference on Creativity and
Cognition https://doi.org/10.1145/3635636.3660763

• Bryan-Kinns, N., Ford, C., Chamerlain, A., Benford, S., Kennedy,
H., Li, Z., Wu, Q., Xia, G. & Rezwana, J. (2023) Explainable AI for
the Arts: XAIxArts. Proceedings of the 2023 Conference on Creativity
and Cognition https://doi.org/10.1145/3591196.3593517

• Bryan-Kinns, N., Banar, B., Ford, C., Reed, C. N., Zhang, Y., Colton,
S., and Armitage, J. (2021) Exploring XAI for the Arts: Explaining
Latent Space in Generative Music. Proceedings of the 1st Workshop on
eXplainable AI Approaches for Debugging and Diagnosis at NeurIPS
2021 https://xai4debugging.github.io/files/papers/exploring_xai_for_
the_arts_exp.pdf

1.7 Structure

The remaining chapters are structured in four parts.

Part I: Designing A Questionnaire on Reflection in CSTs

Chapter 2 surveys the state-of-the-art creativity and CST research relevant
to the thesis. It shows that there is little CST research on reflection, and
fewer studies using questionnaires to examine reflection in systematic mixed-
methods evaluations. This identifies the need for a new questionnaire to
systematically evaluate reflection in CST interaction.

Chapter 3 thus presents the development of the Reflection in Creative
Experience Questionnaire Version 1 (RiCEv1). The chapter finds four con-
ceptually meaningful factors (reflection-on-current-process, reflection-on-self,
reflection-on-past-experience and reflection-through-experimentation).

Chapter 4 evaluates RiCEv1 and shows it has good content validity and
can successfully differentiate between the different types of reflection that
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are common in different CSTs.

Chapter 5 further updates RiCEv1 to RiCEv2, including removal of the
reflection-on-past-experience factor, to improve upon its construct validity
for use in the thesis case study domain.

Part II: Reflection in AI-based Music Composition Tools

With a questionnaire for systematically assessing reflection in CST interac-
tion in place, the thesis moves to its case study on AI-based music composi-
tion.

Chapter 6 surveys the state-of-the-art in AI and music composition. It
shows that few studies discuss how people reflect using AIGC in CSTs, and
none have assessed reflection in the AI-based music composition context.
This justifies a mixed-methods evaluation of reflection in people’s music com-
position with AI-based CSTs.

Chapter 7 thus presents first-person accounts of artist-researchers’ reflec-
tions, each using a different AI music tool. RiCEv2 was applied after each
hour of composing to examine their reflection over time.

Chapter 8 triangulates the first-person accounts with patterns in the artist-
researchers’ RiCEv2 responses, systematically characterising their reflection.

Part III: Designing a New AI Music Composition Tool for Reflection

The previous part characterised reflection patterns across a variety of AI-
based music composition practices. This justifies the need for a new tool with
reflection support as a central design goal, to focus the evaluation.

Chapter 9 thus documents the iterative design of a new AI-based music
tool, named wAIve. Its design is based on feedback from participants paired
by their skills in data science, AI and music interfaces, and design.

Chapter 10 describes the technical implementation details for the features
identified as emphasising reflection in wAIve.

Chapter 11 presents a systematic mixed-methods evaluation of reflection
in AI-based music composition, using wAIve as a case study tool. RiCEv2 is
applied to evaluate wAIve amongst a sample of computer science students.
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A characterisation of reflection is presented that demonstrates interplay be-
tween focused attention and reflection, and the conditions where this occurs
when using AIGC.

Chapter 12 compares the wAIve RiCEv2 scores with the RiCEv2 scores
calculated for other CSTs assessed in the thesis. Patterns in reflection are
identified that are common amongst the various CSTs, including those spe-
cific to AI-based music composition.

Part IV: Conclusion

Chapter 13 answers the thesis’s research questions. In line with the thesis
argument, it outlines how the findings can be used to support AI-based musi-
cal CST users in their composition process. A reflection on the methodolog-
ical approach and its limitations is then presented, followed by opportunities
for future study to bring the thesis to a close.
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Part I

Designing A Questionnaire on
Reflection in CSTs
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Chapter 2

State-of-the-Art: Reflection and CSTs

This chapter surveys the state-of-the-art creativity and the Creativity Sup-
port Tool research (CST) that is relevant to this thesis. It shows that there
is little CST research on reflection, and fewer studies using questionnaires
to systematically examine reflection as part of a mixed-methods evaluation.
This justifies the design of the questionnaire in the following chapters.

This chapter begins with research on the creative process. Second, CSTs are
introduced, tracing their origins from the seminal first workshop on CSTs
(Shneiderman et al., 2006). Third, the chapter reviews the state-of-the-art
for CST evaluation in Human-Computer Interaction (HCI). The experien-
tial qualities of reflection and engagement are emphasised throughout. The
chapter closes with a summary of the literature critiques.

2.1 The Creative Process

Models of the creative process have been developed in several disciplines,
including design (Cross, 2008; Sanders & Stappers, 2008) and psychology
(Amabile, 1996; Wallas, 1926). Five key processes are visualised in Figure
2.1 from across disciplines and described below. The processes are selected
for their relevance to CST research. For example, the design process models
are frequently used in CST research, given the overlap between HCI and
design (Gaver, 2012).

Wallas (1926) developed one of the first models of the creative process, for-
malising ideas from people’s introspective accounts (see Lubart (2001)). It
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Figure 2.1: Visualisations of models of the creative process.
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consists of four linear stages. First, preparation, where a person consciously
collects ideas and plans their creation. Second, incubation, where the mind
unconsciously processes potential problems. Third, illumination, where a
promising idea breaks into consciousness. Fourth, verification, where the
idea is consciously tested.

However, Wallas’s (1926) model has several limitations. Thus, extensions
to the model have been proposed. For instance, Sapp (1992) added a stage
of frustration following the preparation phase, where a person moves from
denial of creative limitations towards acceptance. Amabile (1983, 1996) cri-
tiqued that Wallas’s (1926) stages are not linear (people move back and
forth between them) and notes how creativity is amplified in the process by
fostering motivation and expertise.

In the field of design, models of the creative process focus on divergent
and convergent thinking. Divergence and convergence are also influential
in seminal psychology research on creativity (see Guilford (1950)). Sanders
and Stappers (2008) describe how designers start with a “fuzzy” initial idea
and move between divergence and convergence before reaching a final design.
The Design Council’s double diamond1 model presents the design process as
alternating stages of convergence and divergence. These stages are discover
(divergent thinking to identify ideas), define (converging on a definition),
develop (divergent ways to develop the idea), and deliver (converging on the
final output).

The creative process models above describe how creative work unfolds. How-
ever, even when models include iterative movement between stages (Amabile,
1996), there is often a more dynamic blend of stages and frequent overlap.
The models also provide little insight into the experiential aspects of cre-
ative practice (Nelson & Rawlings, 2009). These aspects can include feelings
of awareness, anxiety, and control (see Section 2.1.2). Feelings of failure
(Hazzard et al., 2019; Kim et al., 2015) or surprise (Candy, 2019, pg. 67)
also influence the creative experience. This thesis focuses on the experien-
tial aspect of reflection and argues it is crucial in CST interaction contexts.
Interdisciplinary literature on reflection is thus introduced below.

1https://www.designcouncil.org.uk/our-resources/the-double-diamond/
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2.1.1 Reflection

Reflection is crucial to the creative process (Candy, 2019; Wiggins, 2006).
For example, reflection is central to practice-based research across creative
domains (Candy, 2019; Guillaumier, 2016). HCI studies also often report
reflections on creative user experiences, including in sketching (Lewis et al.,
2023), music (Sturm, 2022), and dance (Fdili Alaoui, 2019).

Reflection is ill-defined and interpreted differently across HCI research (Baumer,
2015; Baumer et al., 2014; Bentvelzen et al., 2022; Fleck & Fitzpatrick, 2010)
and related fields, such as education (Boud et al., 1985; Habermas, 1987;
Kolb, 1984; Roldan et al., 2021) and design (Dalsgaard & Halskov, 2012;
Rivard & Faste, 2012). A common understanding is that reflection involves
moments where people sit back in quiet contemplation (Moon, 2013; Wilson
et al., 2023). Interdisciplinary literature describes reflection as having an
outcome (Atkins & Murphy, 1993; Boud et al., 1985; Boyd & Fales, 1983;
Steinaker & Bell, 1975) or as a process for clarifying uncertain situations
(Dewey, 1933; Kolb, 1984; Schön, 1983). Moon (2013) offers a pragmatic
definition of reflection as “a basic mental process with either a purpose or an
outcome or both[...] applied in situations where material is ill-structured or
uncertain and where there is no obvious solution”. However, this definition
is broad and incomplete, lacking insight into specific qualities of reflection
and how it develops over time.

Fields such as education and nursing have proposed models for how reflection
develops over time (Atkins & Murphy, 1993; Boud et al., 1985; Boyd &
Fales, 1983; Dewey, 1933; King & Kitchener, 1994; Kolb, 1984; Steinaker
& Bell, 1975). Five models of the reflection process are shown in Figure
2.2. The models are selected as they represent the seminal ideas on the
reflection process that have influenced subsequent works in CST and HCI
research. For instance, Cho et al. (2022) drew upon models of reflection
to summarise seven steps for reflection in craft-making: document, search,
observe, organise, compare, connect and iterate.

The models in Figure 2.2 also emphasise how reflection emerges from ex-
periential learning: the “construction of learning from observations [...] in
some practical situation” (Moon, 2013, pg. 20). Kolb (1984) identifies that
learning occurs when a person reflects on new experiences, forms generali-
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sations, and tests these generalisations in new contexts. Kolb’s description
connects with Dewey (1933), who views reflection as an inquiry where ideas
are formulated, considered, and either accepted or rejected. Boud et al.
(1985) describes reflection as a process where people re-evaluate new experi-
ences by considering their feelings, resulting in new perspectives or behaviour
change. The critique of these models is that they focus on how people look
back on an experience to reflect post-hoc, not moments of reflection that
occur during an experience.

Schön (1983) developed two characterisations of reflection that have been
influential across disciplines, including HCI (Baumer, 2015; Baumer et al.,
2014; Fleck & Fitzpatrick, 2010). They introduce the concepts of reflection-
in-action (when a person’s behaviour does not result in the expected out-
come, so they reflect on their actions in-the-moment to solve the issue) and
reflection-on-action (reflecting after or away from an activity). With the
distinction of reflection-in-action, Schön emphasised tacit ways of knowing
which occur in creative disciplines, where knowledge is built mainly from
practice-based learning. In contrast to the models of reflection described
above, Schön’s reflection-in-action notably emphasises reflection during an
experience. This challenged the dominant learning techniques used in univer-
sities at the time, which emphasised rote recall instead of practitioner-centred
approaches (Schön, 1987).

Schön’s ideas resonate with Kahneman’s (2011) theory of fast and slow think-
ing. Fast thinking is instantaneous, intuitive, and emotional, while slow
thinking is deliberate and requires effort. In HCI, Norman (1993) offers a
similar distinction of experiential cognition (fast reactions without effort or
delay) and reflective cognition (a slower consideration of ideas). Whilst Kah-
neman refers to thinking instead of reflection, the term reflection is used here
to imply moments of thinking which lead to positive changes or an outcome
(Moon, 2013).

2.1.1.1 Aspects of Reflection

This thesis proposes the following aspects of reflection as relevant to creative
user experiences. The aspects are based on the research above on the reflec-
tion process (see Figure 2.2) and HCI perspectives on reflection (see Section
2.2.1).
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Breakdown: Reflection can occur in moments of breakdown (Baumer,
2015): where a person’s actions map to outcomes against their intuition
(Dewey, 1933; Kolb, 1984; Schön, 1983). This is shown in the initial stages
of models in Figure 2.2, including Atkins and Murphy’s (1993) uncomfort-
able stage, Dewey’s (1933) difficulty stage, and Boyd and Fables’s (1983)
discomfort stage.

Comparison: When reflecting, people think back on previous experiences
(Boud et al., 1985; Kolb, 1984; Schön, 1983) or evaluate previous actions in
new contexts (Norman, 1993). This relates to Boud et al.’s (1985) stages
in Figure 2.2 of returning to and re-evaluating an experience. People also
compare themselves to others when reflecting (Bentvelzen et al., 2022).

Impact: When reflecting, people consider the broader implications of their
actions. This includes how their actions influence different people and cul-
tures (Fleck & Fitzpatrick, 2010).

Inquiry: Baumer’s (2015) and Dewey’s (1933) models (see Figure 2.2)
show that people generate, test and revise hypotheses iteratively whilst re-
flecting.

Motivation: For reflection to occur, just having the tools is insufficient.
People must also decide to engage in reflection (Fleck & Fitzpatrick, 2010;
Grant et al., 2002; Slovák et al., 2017).

Openness: People remain open to new experiences (Kolb, 1984) and paths
of inquiry (Boud et al., 1985; Boyd & Fales, 1983) when reflecting, acknowl-
edging that variables can change. This is shown as a distinct phase of Boyd
and Fables’s (1983) model (see Figure 2.2).

Transformation: People change their understandings (Atkins & Murphy,
1993; Boud et al., 1985; Boyd & Fales, 1983) and question assumptions when
reflecting (Baumer, 2015; Kolb, 1984). For example, Steinaker and Bell’s
(1975) model in Figure 2.2 presents internalisation of new understandings
as a distinct phase. Atkins and Murphy (1993) and Boud et al. (1985)
also emphasise contemplating new perspectives and experiences as distinct
phases.
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Trustworthiness: Norman (1993) describes that people sometimes con-
template the trustworthiness of different information when reflecting. Fleck
and Fitzpatrick (2010) and Dewey (1933) describe how information which
is most pragmatic or which corroborates the most perspectives is selected.
Untrustworthy information can lead to breakdowns or difficulty (cf. Dewey
(1933) in Figure 2.2) or feelings of inner discomfort (cf. Boyd and Fales
(1983) in Figure 2.2).

Candy (2019) contributes the only characterisations of reflection explicitly
for creative contexts. These characterisations are:

• Reflection-for-action: Reflecting on the possible actions to take in
preparation for creating.

• Reflection-in-the-making-moment: Reflecting on decisions during
interaction with materials.

• Reflection-at-a-distance: Taking an objective step back to evaluate
one’s art.

• Reflection-on-surprise: Reflecting on unexpected occurrences.

However, Candy’s characterisations are derived from qualitative interviews
with creative practitioners and require operationalisation for application in
user studies. This means they can not be used to systematically evaluate and
compare reflection in different creative experiences. This contrasts with the
characterisations of reflection in questionnaires, which produce comparable,
quantitative scores directly from users (see Section 2.3.2).

Candy also lists non-reflective actions as a type of reflection, where cre-
ative practitioners act more on their emotional, intuitive thinking. This is
similar to Kahneman’s (2011) fast thinking in that non-reflective actions oc-
cur instantaneously in lieu of considering additional factors. Non-reflective
actions also resonate with theories on engagement, such as flow theory (Csík-
szentmihályi, 1990), which have dominated CST evaluation. Theories on
engagement are thus introduced in the following section, then compared and
contrasted with reflection.

To summarise, Table 2.1 provides a summary of the main different types of
reflection, based on the aspects proposed above and the types of reflection
in the literature.
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Table 2.1: Summary of the main types of reflection.

Reflection Type Definition Citation

Reflection-in-
action/in-the-
making-moment

Reflection during an experience.
This can be triggered by break-
downs (when outcomes differ from
intuition) or moments of discom-
fort. It involves iterative inquiries
where people adjust their actions,
and relates to fast modes of think-
ing as decisions are often based on
intuitions (Kahneman, 2011; Nor-
man, 1993).

(Schön, 1983)
(Candy, 2019)
(Dewey, 1933)
(Baumer, 2015)
(Atkins & Murphy, 1993)

Reflection-on-
action

Reflection after an experience such
as using a technology. It involves
making comparisons with past ac-
tions or to others, and assess-
ing next steps, cf. transforma-
tion. This engages slower modes of
thinking (Kahneman, 2011; Nor-
man, 1993) to contemplate and as-
sess next steps.

(Schön, 1983)
(Bentvelzen et al., 2022)
(Boud et al., 1985)
(Kolb, 1984)

Reflection-at-a-
distance

Reflection after stepping away
from a work, for a more objective
perspective.

(Candy, 2019)
(Boud et al., 1985)
(Kolb, 1984)

Reflection-for-
action

Reflection on possible action to
take in preparation before creat-
ing.

(Candy, 2019)

Transformative
reflection

Reflection where the re-evaluation
of an experience or interaction
leads to changed understanding,
behaviour, or perspective.

(Boud et al., 1985)
(Atkins & Murphy, 1993)
(Boyd & Fales, 1983)
(Baumer, 2015)
(Slovák et al., 2017)
(Fleck & Fitzpatrick, 2010)
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2.1.2 Engagement and Flow

Engagement is a complex, multifaceted concept, interpreted differently across
disciplines (Doherty & Doherty, 2018). Some view engagement as a person’s
state with different levels. For example, Edmonds et al. (2006) proposes
distinctions between passive engagement, where people momentarily notice
a system, and active engagement, where people return to and develop skills
whilst using a system. They further describe three categories of engagement
in interactive art systems: attractors (sparking initial interest), sustainers
(holding participation during an initial encounter) and relaters (holding an
ongoing relationship). Bilda et al. (2008) describe phases of engagement over
time with an interactive artwork, from adaptation (initial understanding of
how a system behaves) to learning (developing a mental model of the sys-
tem), up to deeper understanding (evaluating an artwork at a conceptual
level).

Engagement can also represent moments of connection between people (Sid-
ner et al., 2004), such as where they creatively spark together (Bryan-Kinns
& Hamilton, 2012; Bryan-Kinns et al., 2007). Furthermore, engagement re-
lates to Costello and Edmonds’s (2007) categories of pleasure, which include:
creation (pleasure from making), discovery (pleasure from finding new di-
rections) and difficulty (pleasure from overcoming challenges).

In HCI, engagement is understood as moments when people are drawn in
and attentive during interaction with a computer (Bryan-Kinns et al., 2007;
Chapman, 1997; Wu, 2018). O’Brien et al. (2018) proposes four aspects of
reflection in HCI:

• Focused attention: Moments of immersion or concentration with a
system.

• Aesthetic qualities: The visual appeal of a system.

• Perceived usability: How easy a system is to use.

• Reward: How fulfilling using a system is.

Engagement is closely related to the mental state of flow, where people feel
in control and lose self-awareness (Csíkszentmihályi, 1990). In the field of
positive psychology, where flow theory originated, flow states represent an
optimal state of happiness (Nakamura & Csíkszentmihályi, 2009; Seligman
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& Csíkszentmihályi, 2014). Flow states are also often described as conducive
to creativity, in part due to their basis in interviews with creative experts
such as artists or musicians (Csíkszentmihályi, 1990)

Figure 2.3: Relationship between challenge, skill and flow states. Too
much challenge leads to anxiety, whereas too little challenge leads to
boredom. Image based on Csíkszentmihályi (1990) and Nash (2011,
pg. 81).

Flow states occur when challenge is met with ability, as visualised in Figure
2.3. Too much challenge and people experience anxiety. Too little challenge
leads to boredom. Increasing challenge over time as people’s skills develop
supports intrinsic motivation as a flow state is maintained. Recall that Am-
abile (1982) describes intrinsic motivation as conducive to creativity (see
Section 2.1).

The theory of flow also posits nine aspects of a flow state, listed below based
on Nakamura and Csíkszentmihályi (2009):

1. Clear goals and feedback.

2. A challenging activity that requires skill.

3. The merging of action and awareness.

4. Concentration on the task at hand.
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5. A sense of control.

6. The transformation of time.

7. The loss of self-consciousness.

8. The sense of time becomes distorted.

9. The autotelic experience.

These aspects of flow states coincide with aspects of engagement. For ex-
ample, moments of focused attention (O’Brien et al., 2018) are similar to
the immersion experienced in a flow state. There are also distinctions be-
tween aspects of a flow state and aspects of engagement. For example, a
condition for a flow state is that it is intrinsically motivated and requires
long-term focus. In contrast, engagement is extrinsically motivated and can
occur while multitasking (O’Brien & Toms, 2008). Other HCI researchers see
engagement as a subset of flow, for example, where people can have less con-
trol or unclear goals (Doherty & Doherty, 2018). Furthermore, engagement
has been operationalised as an observable construct, whereas flow states are
characterised by subjective feelings which cannot be observed (Nakamura &
Csíkszentmihályi, 2009; Seligman & Csíkszentmihályi, 2014).

2.1.3 Comparing Reflection and Engagement

During moments of reflection, people often step away from an activity, dis-
rupting their attention during moments of engagement (Moon, 2013; Sharples,
1996; Wilson et al., 2023). People also reflect on themselves and the world
around them (Boud et al., 1985; Boyd & Fales, 1983; Kolb, 1984), contrast-
ing the immersive aspects of flow states where self-awareness fades away
(Sheldon et al., 2015; Tang & Zhou, 2020). Reflection also requires effortful
thinking (Kahneman, 2011) in comparison to the more automatic, reactive
interactions that occur during moments of engagement (O’Brien & Toms,
2008). Whereas the theory of flow emphasises the need for clear goals, in
reflection, people tend to navigate ambiguous (Gaver et al., 2003) and un-
certain goals.

Creativity-related literature has also compared reflection and engagement.
Candy (2019, pg. 62) introduces a perspective challenging flow theory to
the field of creativity support, with the caveat that it was derived from
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goal-oriented activities such as sports and not creative domains. This per-
spective is Montero’s (2016) cognition-in-action principle. The principle
of cognition-in-action states that people are at their optimal performance
when consciously reflecting and applying mental processes. This contrasts
with aspects of flow states, such as forgoing self-awareness and introspection.
Sharples (1996) describes a relationship between reflection and engagement
in the context of creative writing. They describe how writers move back
and forth between periods of reflection (reviewing material, contemplating
and planning ideas) and engagement (producing material following the re-
flective phase). Thus, a push-and-pull relationship between reflection and
engagement occurs in creative processes.

2.2 Creativity Support Tools

The previous section reviewed literature on the creative process, with focus
on the experiential aspects central to this thesis: reflection and engagement.
This section reviews how the creative process has been supported with tech-
nology. It introduces the state-of-the-art in CST design, including CSTs
that support reflection. It shows that CSTs have primarily been designed to
support engagement, whilst comparatively few focus on reflection, despite
its importance.

The design and evaluation of technology that supports people’s creativity
have been studied in HCI since the early 2000s (Frich et al., 2019). To date,
the HCI sub-field of creativity support investigates CST design across differ-
ent domains and user types: from children drawing on an iPad to professional
artists and designers (Frich et al., 2019). For example, CST research is pub-
lished frequently in dedicated communities such as the ACM Conference on
Creativity and Cognition (Candy & Edmonds, 1999).

Frich et al. (2019) reviewed 143 CST papers from the ACM Digital Library
to develop the following definition of a CST:

“A Creativity Support Tool runs on one or more digital systems,
encompasses one or more creativity-focused features, and is em-
ployed to positively influence users of varying expertise in one or
more distinct phases of the creative process” (Frich et al., 2019,
pg. 10).
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This definition is broad, encompassing many subsets of tools. For example,
in the music domain, this definition would include software applications,
plugins, and digital musical instruments.

Early CST research was grounded in psychology theories, which described
creativity as a socially constructed phenomenon. Shneiderman (2002) pro-
posed a systems view of creativity where computers make “people more
creative more often” by supporting the social activities of: connecting (to
previous work), relating (to mentors and peers), creating (to explore dif-
ferent possible solutions), and donating (to disseminate results to others).
Fischer (2004) also proposed to support creativity with computers from a
social perspective, identifying social barriers computers could address, such
as removing the need for travel with video conferencing technology.

Taking inspiration from Shneiderman (2002) and Fischer (2004), the seminal
first workshop on CSTs brought together 25 research leaders and graduate
students to discuss CST design and evaluation (Shneiderman et al., 2006).
As the first international event focusing on CSTs, its reports became highly
influential contributions. In particular, design principles derived from dis-
cussions at the workshop (Resnick et al., 2005) have informed the design of
many CSTs (Frich et al., 2019). The design principles include:

Support exploration: CSTs should allow for easy exploration of alter-
native designs and different aspects of a design. This helps users take new
directions that are unclear from the start of a project. For instance, using
an undo feature helps users feel more comfortable testing possibilities.

Low threshold, high ceiling, and wide walls: CSTs should be easy to
start using (low threshold), but powerful and sophisticated (high ceiling),
so that people can create a wide range of possibilities. Wide walls refer
to designing CSTs to support a range of creative projects. This principle
connects with others from the seminal first workshop on CSTs, such as to
make a CST as simple as possible (low threshold) and to support different
interaction styles (wide walls).

Support collaboration and support open interchange: In line with
Fischer (2004) and Shneiderman (2002), CSTs should support sharing ideas
to foster collaboration and social interaction.
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The CST design principles were informed by the theory of flow (Csíkszentmi-
hályi, 1990) (see Section 2.1.2). As Shneiderman et al. (2006) highlights in
his summary of the seminal first workshop on CSTs, the assumption is that
CSTs which nurture a flow state will better support creativity. For example,
the principle of supporting a low threshold and high ceiling aligns with the
concept of increasing challenge in flow theory. The CST design principle to
make tools as simple as possible also mirrors balancing challenge and ability
in flow theory; a more straightforward interface lowers challenge and helps
users enter a flow state.

The influential literature above demonstrates how CST design has tradi-
tionally focused on engagement and flow. There are fewer CST designs for
reflection, despite its importance in creative user experiences. The historical
background on reflection in HCI and the few existing CSTs that support
reflection are introduced below.

2.2.1 Creativity Support Tools for Reflection

HCI research on reflection emerged near 2010 (Baumer, 2015). This was
catalysed by a CHI2 workshop (Sas & Dix, 2009) and two key review papers
(Baumer et al., 2014; Fleck & Fitzpatrick, 2010).

Fleck and Fitzpatrick (2010) first synthesised interdisciplinary literature on
reflection to design a pragmatic framework for interaction designers. They
outlined how technology could support increasingly sophisticated levels of
reflection, from reflecting on previous actions (for example, by visualising log
data) to reflecting on broader social and cultural ramifications (for example,
by visualising data people had not considered). Building on this literature
review, Baumer (2015, 2014) created a framework of three dimensions that
support the design of technology for reflection. The three dimensions were:
breakdown (puzzling moments which spark reflection), inquiry (hypothesis
testing and exploration of old ideas) and transformation (leading to changes
in thinking and understanding).

Slovák et al. (2017) highlighted an issue with the design recommendations
for reflection presented above. They argued that new and different visuali-

2The ACM Conference on Human Factors in Computing Systems (CHI) is the top
conference in the field of HCI.

48



sations of data would not necessarily spark reflection without sufficient user
motivation. They thus considered ways designers could scaffold the reflec-
tion process. For example, designers could focus on creating emotional and
interpersonal experiences to motivate people’s reflection.

Bentvelzen et al. (2022) presented concrete suggestions for supporting reflec-
tion in design by extending Baumer’s (2014) review. Unlike previous reviews
of reflection, they considered 98 interactive systems designed to enhance re-
flection from the ACM Digital Library and the Apple App Store. They
found several common design features tied to aspects of reflection. These
included allowing users to revisit their data (to prompt introspection) and
to share data on social media (to encourage comparison and conversation).
However, their review focused on personal informatics applications: systems
with the functional goal to help people make decisions based on their per-
sonal data (Baumer et al., 2014; Bentvelzen et al., 2022; Dijk et al., 2017).
This contrasts with the open-ended goals of CST interactions.

Other areas of HCI have emphasised the importance of reflection, for exam-
ple, within design processes (Sengers et al., 2005) or in people’s reactions
to ambiguous artefacts (Gaver et al., 2003). Reflection is also important in
Slow Technology (Hallnäs & Redström, 2001), which encourages people to
be more mindful and less reactive when using technology. Furthermore, HCI
often discusses reflection as part of metacognition, which supports learning in
environments such as computer science classrooms (Li, Zhang, & O’Rourke,
2024; Li, Chen, et al., 2024). However, little research has focused on reflec-
tion in the CST domain. Examples of CSTs which support reflection are
discussed below.

Documentation for reflection: To support reflection, CSTs can help
people to document their creative processes. ReflectionSpace (Sharmin &
Bailey, 2013) and Kaleidoscope (Sterman et al., 2023) let users archive arte-
facts and notes, which can be visualised in different time scales. Figure 2.4
shows some of Kaleidoscope’s various options, allowing saving and reloading
of different layouts for reflection-on-action (Schön, 1983). Dalsgaard and
Halskov (2012) also present a CST for researchers to document their work
over time, providing opportunity for reflection on collections of material with
text-based memos. Mosaic (Kim et al., 2017) is a CST that presents a social
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media platform for people to document their creative process to encourage
reflection amongst a community of practitioners.

Figure 2.4: Custom views for artefacts in Kaleidoscope. The artefacts
are organised to show development over time by default (left), but can
be reorganised with flexible layouts (right). Layout histories can also be
viewed (centre). Image from Sterman et al. (2023), CC BY 4.0.

The critique is that documentation tools only support reflection-on-action
(Schön, 1983) because they capture the creative process for post-hoc anal-
ysis. This contrasts with reflections which occur during interaction with a
CST. Furthermore, documenting work only provides the opportunity for re-
flection – users must be motivated to engage in looking back (Slovák et al.,
2017).

Replaying Creative Process: CSTs have been designed that allow peo-
ple to replay their creative process. ‘Watch me write’ (Carrera & Lee, 2022),
shown in Figure 2.5, introduced a tool where writers can playback their
own or others’ writing sessions. Writers found that real-time playback was
engaging, bringing awareness to and sparking self-reflection on their writ-
ing style. Spin (Tseng & Resnick, 2016) takes the form of a turntable and
camera, which captures animations of how projects evolve over time. The
time to produce an animation was fast enough to support engagement, yet
long enough to leave space for reflection. Surprises in the animations also
sparked engagement. However, similar to documentation tools, these CSTs
focus on prompting reflection after a creative activity, not during a creative
experience.

50



Figure 2.5: Interface used to review and reflect on writing processes in
‘Watch me write’ (Carrera & Lee, 2022). Edits are shown in the timeline
at the bottom of the user interface. Image from Carrera and Lee (2022),
CC BY 4.0.

Offering new perspectives: There are examples of CSTs which present
different perspectives on information to encourage reflection. Cho et al.
(2022) present an interface for creating wire-based jewellery through motion.
The interface visualises a database of jewellery designs clustered by their
similarity. The clustering encourages comparison and offers various views of
the jewellery for reflection. DramatVis (Hoque et al., 2022) offers word cloud
and timeline visualisations for qualities of different characters in creative
writing, to support reflection on different perspectives. SonAmi (Belakova
& Mackay, 2021) supports writers’ reflection by reading back their work
through a speaker attached to a coaster whenever they sip coffee.

However, whilst the metric-based visualisations and audio representations
used in these CSTs can support reflection on specific aspects, they often make
little functional sense in relation to broader creative contexts or intentions.
For example, whether a character’s name appears more often than another’s
does not necessarily reflect their intended impact on a story. Kaschub and
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Smith (2009) and Whittall (2011) also argue that (musical) intentions are
often indescribable and based on intuition.

In summary, there are three key critiques of CSTs for reflection. First, most
CSTs support reflection-on-action (Schön, 1983) and not reflection during
their use. Second, features such as unique visualisations of data lack func-
tional correspondence to people’s creative intentions, which often cannot be
articulated (Kaschub & Smith, 2009; Whittall, 2011). Third, users require
motivation to engage in reflection with these tools (Slovák et al., 2017).

It is not possible to systematically inspect the different types of reflection
that occurred in people’s interaction with the CSTs above. This is due to a
variety of methods being used to assess reflection. This motivates the need
for an operationalisation of reflection which enables its systematic evaluation
in various CST designs. To understand how this can be achieved, the state-
of-the-art methods and techniques for CST evaluation are introduced in the
following section, focusing on reflection and engagement.

2.3 Evaluating Creativity Support Tools

CST evaluations fall within the intersection of creative practice and computer
science (Hewett et al., 2005), and draw from interdisciplinary fields encom-
passing HCI such as psychology (Preece et al., 2011, pg. 10). This poses
tension between epistemological perspectives on research design; for exam-
ple, HCI techniques borne from psychology strive to identify generalisable
models of how people use technology, whilst arts and humanities-inspired
approaches offer insight into the subjectivity of how artists interpret their
technology use (Candy & Edmonds, 2018).

Hewett et al. (2005) outlined the standard for CST evaluation based on
discussions at the seminal first workshop on CSTs. They advocated for
a mixed-methods approach, where quantitative and qualitative data collec-
tion approaches are triangulated to allow for corroboration between findings.
Hewett et al.’s (2005) research methods have been widely used in subsequent
HCI research on media and arts technology (Bryan-Kinns & Reed, 2023).
These methods also share aims with human-centred AI research (Garibay
et al., 2023; Shneiderman, 2022), which advocates for evaluating AI systems
from a person-first perspective.
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To understand the state-of-the-art in mixed-method CST evaluation, HCI
study design types and their settings are described below. Then, different
data collection approaches frequently used in mixed-methods CST evalua-
tions are outlined. An overview of the study design types and data collection
methods, and the assumptions for their use are shown in Table 2.2.

2.3.1 Study Design Types and Settings

Early HCI research focused on functional aspects of user interaction, such
as a system’s usability (Nielsen, 1994). Later waves of HCI focused more on
the subjective user experience (Bødker, 2015). Approaches to structuring
studies for usability and user experience are broadly split into two types:
comparative and open-ended experiments.

Comparative Studies: In a comparative study, two or more versions of
an interface are tested to allow comparison between versions – often referred
to as A-B testing (Nielsen, 1994, pg. 178). For instance, researchers could
test a CST with and without AI to see if the AI affects different measures.
For example, Louie et al. (2020) tested two versions of a system, one with
and one without AI-steering tools, to evaluate the effect of the AI-steering
tools (see Section 6.3.2). Here, the tool without AI features would be the
baseline. Different groups could also be compared to test the effect of their
characteristics on the same interface.

Comparative experiments are understood as more objective and show the
impact between groups or between interface designs. However, the findings
are often limited to the manipulated features. Thus, there is less opportunity
to capture spontaneous and serendipitous interactions, which are common
in creative contexts. Comparative studies are also less suited to research
goals intended to characterise aspects of the broader user experience; peo-
ple’s thoughts and feelings are focused on the dependent variable instead of
the fuller range of frequent interaction patterns that contribute to the user
experience aspect being investigated.

Open-ended Studies: Instead of comparing conditions directly, an open-
ended study examines people’s interaction and subjective feelings when using
an interface or technology. They typically involve more open tasks than con-
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trolled studies. For example, Tchemeube et al. (2023) tasked people with
exploring a generative AI plugin and collected post-hoc feedback using ques-
tionnaires and interviews. The limitation of open-ended studies is that they
tend to be more subjective in terms of task choice and study setting than
comparative experiments. However, this suits investigations of experiential
aspects of the user experience, where the focus is on understanding the fea-
tures of users’ data collected on their thoughts and feelings of an interaction,
and the selected evaluation techniques.

There is also often overlap between open-ended and comparative studies to
balance their benefits. Open-ended studies can, for example, take place in
a controlled lab setting typically used in comparative studies, yet allow cre-
ative interaction to occur in a more natural manner. Indeed, controlled and
open-ended studies are applicable to different settings, such as in controlled
settings, online, and in their places of happening, described below.

2.3.1.1 Controlled Settings

Controlled experiments place participants in distraction-free environments
such as a research lab (Nielsen, 1994, pg. 200). Controlled settings account
for confounding variables as there are no outside environmental influences
(Hewett et al., 2005). This makes lab settings well suited to comparative
studies to isolate the variable under study, for example, a user interface
design feature.

While isolating external variables in a lab is useful, this raises issues of
ecological validity: how applicable a study’s results are to real-world practice,
where external factors are inevitable. Tasks can be more open-ended (for
example, to write a piece of music) to support ecological validity, depending
on the CST being tested and the goals of the evaluation. An example CST is
Cococo (Louie et al., 2020), where participants were tasked with composing
music for a fictional character from a game in a controlled setting.

2.3.1.2 Online

Online evaluation is well-suited to conduct HCI studies across a large sam-
ple size, including for creative work (Oppenlaender et al., 2020). In online
settings, CSTs can be hosted online for user interaction or available as a
download. Audiences across the globe can then be reached using survey
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platforms such as Amazon Turk3 or Prolific4, and filtered for their charac-
teristics such as nationality or technical skills. For example, Ben-Tal et al.
(2021) hosted an AI-based CST online to examine data logs of how peo-
ple generated content and how they tweaked values to modify and curate
outputs (see Section 6.3.2).

However, online settings can lead to unreliable data collection, such as when
people complete surveys as quickly as possible to claim a monetary reward
(Müller et al., 2014). People are also far more likely to misinterpret online
tests, and researchers are not directly present to correct misunderstandings
(ibid.). Study designs requiring users to engage for an extended period, for
example, to study aspects such as flow states (Csíkszentmihályi, 1990), can
also become impractical and expensive. Similar to controlled environments,
online environments are also often not where CSTs are used, undermining
ecological validity. Furthermore, establishing the exact environment in which
participants have completed online surveys is not always possible.

2.3.1.3 In-the-wild

Research-in-the-wild (Benford et al., 2013; Chamberlain et al., 2012; Crab-
tree et al., 2012) approaches best fit open-ended study designs where tech-
nology is studied in its real-world places of use. For example, ethnographic
approaches place researchers within real-world scenarios to identify findings
based on their observations, field notes and observed patterns of behaviour
(Crabtree et al., 2012). This can include behaviours that people have natu-
rally exhibited when using CSTs.

However, ethnographies must take place over long time periods for rich in-
sights to occur. Strategies have been identified to capture rich data in shorter
time periods, such as to focus on “key informants” (Millen, 2000). For ex-
ample, in a 48-hour hackathon setting, Saitis et al. (2024) observed how
developers and musicians collaborated to create digital tools focused on the
musical quality of timbre. Many confounding factors also influence ‘in-the-
wild’ settings; thus, the effect of different variables cannot be isolated.

An example of a study with generative music where ethnographic-inspired
observations were collected is Fiebrink et al. (2012). Fiebrink et al. (2012)

3https://www.mturk.com/
4https://www.prolific.com/
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“recorded text minutes of the group’s activities, discussion topics, and specific
questions, problem reports, and feature requests” (pg. 137) for composers us-
ing their Wekinator (Fiebrink et al., 2011) system in weekly seminars. Ster-
man et al.’s (2023) approach to evaluating Kaleidoscope in its actual place of
use, the HCI classroom, can also be described as ethnographically-inspired.
They used various data sources collected over time, including interviews,
surveys, meetings, usage data, and students’ written reflections.

In summary, open-ended study designs are most appropriate for studies fo-
cused on experiential aspects such as reflection. Comparative studies are
more suitable for evaluating distinct aspects of CST designs. The choice
of research setting between controlled and in-the-wild environments impacts
the ecological validity of the study. However, a balance can be struck, for
example, by using open-ended tasks in a controlled setting. With an un-
derstanding of typical CST study contexts, the following sections introduce
data collecteharsenlengyeldion methods and techniques typically combined
as part of a CST mixed-methods evaluation.

2.3.2 Data Collection: Questionnaires

Questionnaires can quantify both subjective feelings of a system’s usability
(such as Bangor et al. (2008)) and more experiential aspects of a user ex-
perience (such as Laugwitz et al. (2008)). Typically, these questionnaires
use a ordinal scale and ask how much a user agrees with a given statement,
for example, from 1–5. This operationalisation enables systematic compar-
ison between questionnaire scores. Questionnaires also avoid interpretation
from researchers (such as with qualitative methods) as users provide scores
directly. It is best practice to use established questionnaire measures to con-
nect with research that has also used the scale or shown its reliability (Müller
et al., 2014). However, established questionnaires often use statements that
do not directly fit the study context, which can inflate the length of a user
study.

Several questionnaire measures are commonly used to evaluate the usabil-
ity of technology, such as the NASA Task Load Index (Hart, 2006) and
the Standard System Usability Scale (Bangor et al., 2008). The Cognitive
Dimensions of Notations questionnaire (Blackwell & Green, 2000) assesses
cognitive qualities of a user interface, such as whether it has many hidden
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elements, and it has been used in several CST evaluations (Bellingham, 2022;
Hunt et al., 2020; Nash & Blackwell, 2012). However, these usability-focused
measures do not capture experiential qualities such as reflection and engage-
ment.

User experience-oriented questionnaires include the User Experience Ques-
tionnaire (Laugwitz et al., 2008), which focuses on several aspects, including
stimulation and novelty. The wide range of factors means the scale cap-
tures a breadth of data on the user experience; however, this can distract
from more focused study goals and lead to longer study completion times.
There are a limited number of established questionnaires focused on specific
experiential aspects. This is in part because developing questionnaires is a
skill that requires researchers to expend time and effort in developing non-
trivial skills in survey creation, which is itself a field of study (Boateng et al.,
2018).

2.3.2.1 Measuring Engagement

For engagement and its related theories, such as flow theory (Csíkszentmihá-
lyi, 1990), many questionnaires have been applied to CST evaluations (Cox et
al., 2025). For example, the Flow-Short Scale (Jackson et al., 2008) has been
used to measure retrospective assessments of people’s feelings of a flow state.
For example, Nash and Blackwell (2012) adapted and used the Flow-Short
Scale questionnaire to identify correlations between factors of flow states and
music interaction. As the Flow-Short Scale focuses on people’s feelings of
flow, using it alongside other measures of interaction was necessary to be
able to interpret its scoring in the context of a CST evaluation.

Engagement was highly influential in the design of the Creativity Support
Index (CSI; Cherry and Latulipe, 2014), which assesses the capacity of a tool
to support creativity. The CSI has informed much CST research and evalu-
ation in the last decade, including scores related to aspects of engagement,
such as immersion, results-worth-effort, and enjoyment. The CSI consists
of two parts: i) six eleven-point ordinal item pairs are answered for the
creativity-related factors of collaboration, enjoyment, exploration, expres-
siveness, immersion and results-worth-effort; and ii) fifteen paired compar-
isons are made across these factors. The total count of factors chosen in
the paired comparisons weights the final scores, accounting for which factors
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are most important in the creative context being assessed. However, the
wide range of factors relating to creativity can lead to assessing factors that
distract from study goals and inflate the length of user studies.

Another validated questionnaire for assessing engagement in HCI is the User
Engagement Questionnaire (UEQ; O’Brien et al., 2018). It is based on the
operationalisation of engagement outlined in Section 2.1.2. Unlike the CSI,
its factors focus purely on aspects of engagement and not other aspects of
creativity support. A short-form version is available, which is helpful as it
does not fatigue participants. Metrics are collected for:

• focused attention (points of immersion or concentration with a system),

• aesthetic appeal (the visual appeal of a system),

• perceived usability (how easy a system is to use),

• reward (how fulfilling using a system is),

• and a total engagement score.

These factors are focused on the evaluation of a technology and do not dis-
tract from the goal of assessing engagement. However, a critique is that it
includes assessments of usability which, whilst related to engagement, can be
distinct. For example, systems that are too easy to use can actually support
boredom instead of user engagement, cf. the theory of flow (Csíkszentmihá-
lyi, 1990).

2.3.2.2 Measuring Reflection

Whilst questionnaires for evaluating engagement have been used often in
CST research, questionnaire measures of reflection have not been frequently
used. Reflection questionnaires are sparse in HCI, and while reflection ques-
tionnaires outside of HCI have been used to examine technology (Levine,
2014; O’Reilly & Milner, 2015; Renner et al., 2014), these are not validated
nor widely used. Cox et al. (2025) found that of 173 user studies on CSTs
in the last 10 years, only 6 (including research published from this thesis)
related to self-reflection.

Education and healthcare researchers developed self-report questionnaires
to operationalise reflection, but not for evaluating technology. A systematic
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review of 700+ papers (Ooi et al., 2021) recommended the Reflection Ques-
tionnaire (Kember et al., 2000) and Self-Reflection and Insight Scale (SRIS)
(Grant et al., 2002) as most rigorous.

The SRIS informed HCI design considerations for supporting everyday re-
flection (Mols et al., 2016). However, the SRIS is not technology-focused;
instead, it quantifies people’s tendency to self-reflect. As recommended by
Bentvelzen et al. (2022), SRIS scores are helpful for testing if participants
have poor reflective skills that might bias the findings. Metrics are calculated
for:

• insight (ability to reach insights),

• engagement in self-reflection (how frequently participants self-reflect),

• need for reflection (whether participants are motivated to reflect),

• and a total SRIS score.

Bentvelzen et al. (2021) developed the Technology-Supported Reflection In-
dex (TSRI) to quantify levels of reflection afforded by personal informatics
systems. Their scale provides the measurement closest to the goal of eval-
uating reflection in CSTs. However, as the TSRI is designed for personal
informatics, its questions on long-term personal data do not fit the CST
context. Indeed, the TSRI is optimised for interfaces with a functional goal
to support people in changing their behaviours given logs of their personal
data. This contrasts with creative interfaces where interaction is open-ended
and unpredictable (Hewett, 2005). There are no questionnaires to assess re-
flection during CST interaction.

2.3.3 Data Collection: Interviews and Video-Cued Recall

Questionnaires quantify participants’ thoughts and feelings about a technol-
ogy. However, qualitative approaches are needed to interpret their values
and for more nuanced insights (Hewett et al., 2005).

Interviews are frequently used in HCI to give insight into users’ thoughts
and feelings on their recent interaction with a technology. They can be
structured, semi-structured or fully open-ended (Braun & Clarke, 2013).
The benefit of more open-ended questions is that they allow researchers to
investigate unexpected lines of inquiry relevant to the research question.
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However, ensuring that questions do not lead participants towards desired
responses is challenging, particularly when participants can misremember
aspects of their prior interaction.

The think-aloud method is another qualitative data collection method. In
the think-aloud method, participants are asked to describe their thought
process whilst performing a task (Preece et al., 2011, pg. 256; Nielsen, 1994,
pg. 195). This method gives detailed insight into participants’ cognitive
processes. It also captures participants’ thoughts and feelings at the point
of interaction, ensuring greater accuracy than post-hoc approaches, where
participants can misremember their experience. However, the think-aloud
method can distract users, meaning certain user experience aspects cannot be
investigated, such as flow states which occur in distraction-free environments
(Csíkszentmihályi, 1990). It also raises concerns about ecological validity –
people are unlikely to speak their thoughts aloud when typically interacting
with a CST. Thus, the data collected does not represent real-world practice
(Candy et al., 2006).

An alternative to the think-aloud method is to conduct a retrospective think-
aloud. This technique is also referred to as video-cued recall (Candy et al.,
2006; Candy, 2006). In video-cued recall, participants describe a recording
of their interaction with a CST. Video-cued recall is useful in giving cues to
support participants’ short-term memory, leading to accounts based on their
memory of their cognitive processes (Candy et al., 2006). However, partic-
ipants can justify their actions post hoc instead of giving accurate insight
into their thinking during interaction. Participants are also not trained in
identifying moments upon which to reflect; the researcher often has to in-
tervene to select relevant moments for their reflection, thus introducing a
bias.

2.3.4 Data Collection: First-person Perspectives

Questionnaires and interviews are used to identify how groups of people
interact with technology. Questionnaires reduce a complex construct into
measurable categories. The typical analysis of interviews also involves iden-
tifying points of interest and grouping these into larger themes (Braun &
Clarke, 2006). This can lead to findings which do not capture nuances in an
individual’s personal responses. Arts and humanities-inspired approaches of-
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fer deeper insights into the subjectivity of how individuals interpret their use
of technology (Bryan-Kinns & Reed, 2023; Candy, 2011; Candy & Edmonds,
2018).

Subjective viewpoints are captured through first-person accounts: writing by
participants or researchers based on their own data collection and experience
(Lucero et al., 2019). First-person accounts allow participants to articulate
and clarify reflections on their interaction with technology and give insight
into their subjective viewpoints on their practice (Höök et al., 2018; Lucero
et al., 2019). First-person accounts also give voice to the personal ways that
people reflect, generating knowledge that might resonate with readers (Ellis
et al., 2011; Fdili Alaoui, 2023). However, this requires that participants
have strong enough writing skills to articulate their thinking.

First-person perspectives (Höök et al., 2018; Lucero et al., 2019) have been
used in CST contexts, with examples of collaborative pieces (Ben-Tal et al.,
2021; Lewis et al., 2023; Sturdee et al., 2021; Sturm et al., 2019), autoethno-
graphies (Bryan-Kinns, Noel-Hirst, & Ford, 2024; Gioti et al., 2022; Lewis,
2023; Lucero, 2018; Noel-Hirst & Bryan-Kinns, 2023; Spiel, 2021; Sturm,
2022) and vignettes (Benjamin et al., 2023; Chang et al., 2023) – all of
which demonstrate the value of first-person approaches in giving insights
into personal experience in HCI.

2.4 Summary of Literature Critiques

This chapter shows that there is little CST research focused on reflection, and
even fewer studies directly assessing reflection as part of a mixed-methods
evaluation. There is no method to systematically assess reflection in CST
studies and settings. This section closes the chapter by presenting a summary
of the critiques of literature.

The first section reviewed interdisciplinary literature to introduce models of
the creative process (Amabile, 1983, 1996; Sanders & Stappers, 2008; Sapp,
1992; Wallas, 1926). The critique is that these models provide little insight
into the experiential aspects of creative work (Nelson & Rawlings, 2009). Of
the many experiential aspects not represented, this thesis focuses on reflec-
tion. It is argued that reflection is crucial for creative user experiences, as
supported by numerous studies demonstrating people’s reflections on their
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use of creative technology (Candy, 2019; Fdili Alaoui, 2019; Guillaumier,
2016; Lewis et al., 2023; Sturm, 2022).

However, reflection is complex and ill-defined. Many existing definitions
(Moon, 2013) are incomplete and lack insight into how reflection develops.
Models of the reflection process are also based in fields such as education
(Atkins & Murphy, 1993; Boud et al., 1985; Boyd & Fales, 1983; Dewey,
1933; Steinaker & Bell, 1975) and do not relate to creative interaction con-
texts. Furthermore, outside of the CST field, HCI research that characterises
reflection focuses primarily on personal informatics systems (Baumer et al.,
2014; Bentvelzen et al., 2022; Dijk et al., 2017). These systems encourage
reflection on the functional goal of learning from your own data, whereas
CSTs focus on open-ended and ambiguous goals (Hewett, 2005).

Candy (2019) presents the only framework for reflection which focuses on
creative contexts. However, Candy’s (2019) types of reflection, derived
from qualitative interviews, require operationalisation for use in user studies.
They cannot be used to quantify and systematically assess reflection in CSTs
interaction. In contrast, questionnaire approaches to measuring reflection
produce comparable scores. The scores are also gathered directly from users
as opposed to being inferences from the researcher. This justifies the need
for a quantitative operationalisation of reflection in CST interaction.

The limited number of studies on reflection in the CST domain further sup-
ports the need to operationalise reflection in CST interaction. The few CST
studies on reflection support mostly reflection back on documentation (Dals-
gaard & Halskov, 2012; Kim et al., 2017; Sharmin & Bailey, 2013; Sterman
et al., 2023), or present new visualisations of data to encourage reflection on
new perspectives (Belakova & Mackay, 2021; Cho et al., 2022; Hoque et al.,
2022). These features do not support the tacit (Schön, 1983), in-the-moment
(Candy, 2019) reflections that occur during CST interaction; they require
post-hoc reflection.

To further justify developing a quantitative operationalisation of reflection
for CST interaction, this chapter reviewed the standard methods and tech-
niques for CST evaluation (Hewett et al., 2005). In CST evaluations, self-
report questionnaires are typically used, alongside qualitative methods such
as interviews or first-person accounts, as part of a mixed-method study de-
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sign. In particular, questionnaires based on engagement are often used.
For example, the influential Creativity Support Index (Cherry & Latulipe,
2014) includes measures for factors of enjoyment and immersion. Existing
questionnaires on reflection are developed for non-creative domains such as
personal informatics (Bentvelzen et al., 2021), or evaluate people’s reflective
capacity (Grant et al., 2002) and not their technology use.

A need for a questionnaire for reflection in CST interaction is thus estab-
lished. This thesis thus contributes a new questionnaire which captures
whether more or fewer moments of reflection occurred during interaction
with a CST. This enables the systematic evaluation of reflection in different
CSTs and study contexts. Its development is documented in the following
chapters.
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Chapter 3

Design of RiCE Version 1

The previous chapter showed that there is a need for a questionnaire to eval-
uate reflection in Creativity Support Tool (CST) interaction. This chapter
thus documents the initial development of a questionnaire which captures
whether more or less moments of reflection occurred during interaction with
a CST. The questionnaire in its first version is named the Reflection in Cre-
ative Experience Questionnaire version 1 (RiCEv1).

The RiCEv1 development process reported in this chapter is as follows. First,
an initial set of questions are devised and then reduced based on scores by
people with expertise in creative disciplines (Section 3.2). An Exploratory
Factor Analysis (EFA) was then performed to reduce the questions further
and group them into factors, based on their scores from 300 recent users of
CSTs (Section 3.3). The chapter closes with a discussion of RiCEv1’s factors
(Section 3.4) in relation to the current literature.

3.1 Method Overview

Methods from existing questionnaire literature were consulted to develop
RiCEv1 (see Section 2.3.2). First, a set of items was generated based on
background reading and reduced via reviews by the thesis’s author, their
supervisor and experts in creativity. Second, an EFA reduced the items into
factors based on 300 people’s recent experiences with a CST.

The method is similar to the Technology Supported Reflection Index (TSRI;
Bentvelzen et al., 2021). However, the analysis is applied to creative tasks
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inspired by the studies conducted for the Creativity Support Index (CSI;
Cherry and Latulipe, 2014). This is because there is no consensus on which
aspects of reflection are most valuable in creative contexts. Thus, the items
are developed and categorised into factors statistically (as in the TSRI) in-
stead of matching items to factors beforehand (as in the CSI). The goal was
also to examine RiCEv1 in contexts similar to CSI, as it is frequently used
to evaluate CSTs.

The study was approved by the Queen Mary University of London’s ethics
committee. Participants were fully briefed, reimbursed for their time and
gave written consent. See the appendix for consent forms, questionnaires,
data collected and code written in the R programming language1 for its
analysis.

3.2 Item Development

The first stage was to develop a list of items that capture moments of reflec-
tion in a recent CST interaction. A quantitative approach was followed where
people with expertise in creative disciplines (defined in Section 3.2.2) scored
items independently. This approach is relatively quick as multiple people
would not meet to debate nuances, as with a qualitative approach, respect-
ing their limited time as full-time working creative professionals.

The following subsections detail how the items were developed. Section
3.2.1 details preliminary work used to develop RiCEv1’s initial items. These
items were then assessed by creative professionals as described in Section
3.2.2.

3.2.1 Preliminary Work

The author first searched through items from existing measures used to eval-
uate CSTs (Cherry & Latulipe, 2014; Jackson et al., 2008; O’Brien et al.,
2018) and measure people’s reflection (Bentvelzen et al., 2021; Grant et al.,
2002; Kember et al., 2000; Levine, 2014; O’Reilly & Milner, 2015; Renner
et al., 2014). An item is defined as a statement to be rated by people against
a row of ordinal points.

1https://www.r-project.org
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Candidate items were sorted into the aspects of reflection listed in Section
2.1.1.1, acting as a guide for whether items could indicate moments of re-
flection. 62 items were rephrased to relate more directly to creativity and
reflection. 49 novel items were written based on the PhD’s literature review,
including recent CST studies discussing reflection (see Section 2.2.1). 115
items were created in total. Three examples are shown in Table 3.1. The
full list is in the appendix.

Table 3.1: Three examples of items initially generated for the RiCEv1
design. See the full list in the appendix.

Item Aspect Comment

The system worked in ways which were
often puzzling (Grant et al., 2002).

Breakdown Modified from SRIS to
be system oriented.

I identified connections between con-
trasting ideas and explored this in my
creation (Yurman, 2021).

Comparison Novel item.

I was able to easily explore other peo-
ple’s ideas. (Bentvelzen et al., 2021)

Openness Modified from TSRI to
not focus on data.

To reduce the item set, the thesis’s author and their supervisor independently
scored each item as “Disagree” (1), “Neutral” (2), or “Agree” (3) against the
criterion:

“The item appropriately contributes towards assessing if a mo-
ment of reflection occurred during a person’s creative user expe-
rience.”

As some items fit multiple aspects of reflection, the items were shuffled and
presented without categorisation; the statistical analysis in Section 3.3 drives
item groupings. A Cronbach’s (1951) alpha, which is suitable for assessing
agreement between raters when using ordinal data, of .76 was calculated.
This shows acceptable agreement between raters following general guidelines
(Schrepp, 2020).

The author and supervisor discussed items where their scoring contrasted.
The set was then reduced by removing 60 items where at least 1 rater scored
“Disagree”, excluding 4 items where wording was tweaked. This resulted in
59 items being shuffled and scored again by the raters independently, against
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a revised criterion statement of:

“The item indicates that a moment of reflection occurred whilst
a person was undertaking a creative activity with technology.”

A Cronbach’s (1951) alpha of .71 was calculated; there is acceptable agree-
ment between raters (Schrepp, 2020). Of the 59 items, 37 where there was
full agreement between raters were assessed by 10 creative professionals, as
described below.

3.2.2 The Creative Professionals’ Review

Ten creative professionals were recruited through the author’s professional
network of PhD students and academics. Creative professionals are defined
here as people with knowledge of the creative process, where some experi-
ence with creativity-related HCI or knowledge on reflection is desirable. The
sample size of 10 was chosen because Boateng et al. (2018) outline that typ-
ically 5 to 7 expert evaluators are used to develop questionnaires, rounding
upwards for simplicity. Effort was made to represent many creative disci-
plines to identify items that are useful to many CST researchers. Table 3.2
shows the creative professionals’ genders (4 Male, 6 Female), ages (Mean =
28.2, Med = 28, SD = 4.29), countries and summaries of their self-written
biographies. They are referred to as P1 to P10 below.

3.2.2.1 Procedure

The creative professionals were sent a spreadsheet with the 37 items devised
in Section 3.2.1 and instructions for scoring. They were asked to score items
“Disagree” (1), “Neutral” (2), or “Agree” (3) against the criterion refined in
the preliminary work:

“The item indicates that a moment of reflection occurred whilst
a person was undertaking a creative activity with technology.”

A notes column was also provided, where the creative professionals were
encouraged to give further feedback. Items were shuffled for each creative
professional. Each creative professional was reimbursed with a £20 Ama-
zon voucher for their time. The procedure lasted between 30 and 45 min-
utes.
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3.2.2.2 Analysis Method

For each item, “Disagree”, “Neutral” and “Agree” responses were counted.
The items were then listed and ordered by the number of “Agree” responses
to compare and contrast the highest and lowest scoring items. Furthermore,
the scoring was interpreted in the context of the creative professionals’ com-
ments. Items for the next phase were retained where more than 7 out of
10 creative professionals selected “Agree”. Inter-rater reliability is calculated
and interpreted using Cronbach’s (1951) alpha as in Section 3.2.1.

3.2.2.3 Results

For the creative professionals’ scoring of all items, Cronbach’s (1951) alpha
equals .72. This shows acceptable agreement between raters (Schrepp, 2020).
Table 3.3 lists the highest and lowest scoring items sorted by the number of
“Agree” responses. The horizontal line indicates where items are omitted for
brevity.

Some items with high “Agree” scores relate to iterating (Q23, Q7), self-
assessing and selecting actions (Q14, Q11, Q13, Q29). P7 noted that “you
can reflect on each interaction to understand why each may not have worked”.
P10 noted they are “constantly learning and refining techniques”. This shows
that a cyclical process of improvement is important to reflection in creative
work.

Items concerning how others perceive your creative work (Q24, Q27, Q33)
scored low. P1 said that “if the creative activity is about self-expression”,
worrying about others’ perceptions might not indicate reflection. P10 did
not “mind what others [thought]”. This shows that moments of reflection
in creative activities are personal to creators. Indeed, some high-scoring
items relate to personal improvement (Q1, Q19, Q21). Furthermore, creative
professionals scored low on items related to their beliefs being challenged (Q9,
Q26). P3 wrote “being challenged != reflecting”, whereas P4 noted that such
items “better suit reflexivity” than reflection.
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Table 3.3: Count of creative professionals scoring “Agree”, “Netural”
or “Disagree” for select items, sorted by the number of “Agree” scores.
Items where 7 out of 10 or more creative professionals rated “Agree”
were taken forward to the scale development phase. (R) denotes that the
item’s answer given by a participant in a user study should be reversed
for analysis.

Q Item Total Count

“Agree” “Netural” “Disagree”

Q23 I often generated, tested and revised ideas. 10 0 0
Q25 Whilst creating, I thought back on some of my

past experiences.
10 0 0

Q30 I often reflected on my actions to see whether
I could have improved on what I did.

10 0 0

Q7 I found myself iteratively refining and assess-
ing my creative process.

9 1 0

Q14 I pondered over the meaning of what I was
doing in relation to my personal experiences.

9 1 0

Q1 I constructively self-assessed my own actions. 9 0 1
Q12 Whilst being creative, it was very interesting

to examine different aspect of my creation.
9 0 1

Q5 I sometimes felt doubtful whilst creating my
project.

8 2 0

Q11 I made comparisons within the system to con-
sider alternative ways of doing things.

8 2 0

Q13 Whilst being creative, I liked to think about
my actions to find alternative ways of doing
them.

8 2 0

Q22 I explored my past experiences as a way of
understanding new ideas.

8 2 0

Q29 I considered different ways of doing things. 8 1 1
Q2 I considered how my outputs from the system

might be interpreted differently in the future
8 1 1

Q35 I often re-examined things I’d already learnt. 7 3 0
Q19 I learned many new things about myself during

the experience.
7 2 1

Q21 I often reappraised my experiences with the
system so I could learn from them.

7 2 1

Q24 I was not worried about what others may have
been thinking about me (R).

3 5 2

Q32 The results of my actions often violated my
expectations.

3 3 4

Q27 I didn’t really think about how others would
perceive my creative process and final product.
(R)

3 1 6

Q33 I was not concerned with how others might
evaluate my performance (R).

2 5 3

Q26 The system challenged some of my firmly held
beliefs.

2 4 4

Q9 Some of my firmly held beliefs were challenged. 1 5 4
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3.3 Scale Development

In the previous phase, a set of 115 items was reduced to 16 items that indicate
a moment of reflection during a CST interaction. The following describes
an online survey subjecting these 16 items to an EFA to group them into
factors.

3.3.1 Participants

Participants were recruited using Prolific2, an online survey platform. Pro-
lific was used because it is academic-focused and its users show interest in
creativity-related work (Oppenlaender et al., 2020). Prolific’s pre-screening
features were applied to distribute the survey to people worldwide who re-
ported being fluent in English, had a Prolific approval rating above 98%, and
used a device with a screen at least weekly. Participants were also required
to have used a CST within the last 2 weeks. In the study, the summary
of CSTs from Cherry and Latulipe (2014, pg. 3) was given as examples to
participants. Participants could also self-report their own CST to consider
whilst completing the survey.

Recruitment was continuous until 300 participants were reached after data
cleaning (see Section 3.3.3). This was because Boateng et al. (2018) outlined
that multiple authors describe n = 300 as “good” for factor analysis. 320
participants were recruited in total, rejecting 20.

Participant genders collected in response to the open question “What is your
gender?” were: 56.3% Male, 41.3% Female, 1.6% Non-Binary, 0.3% Trans
Man and 0.3% None (which is taken to mean ‘prefer not to say’). Mean
age was 29.1 (Med = 26, SD = 9.19). Figure 3.1 shows the participants’
countries of origin. Most participants are from Portugal (21.3%), South
Africa (18.0%), the UK (12.3%) and Poland (12.3%). Participants were
reimbursed an average of £9.52/hr. The survey took a mean of 10m 55s to
complete (Med = 09m 41s, SD = 5m 24s).

2https://www.prolific.co
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Figure 3.1: Participants’ countries of origin in the RiCEv1 design study.

3.3.2 Procedure and Data Collection

The measures collected in the online survey were as follows:

1. Pre-test Questionnaire: Demographic information was collected as
reported above. Participants also completed the Self-Reflection and
Insight Scale (SRIS) scale (Grant et al., 2002) to evaluate if the sample
has a bias in its natural tendency to self-reflect (see Section 2.3.2.2).

2. Creative Technology: Participants were asked to select “a creative
technology which [they] have used in the last 2 weeks”. To recap, a
drop-down list was provided in the survey based on the summary table
of CSTs in Cherry and Latulipe (2014, pg. 3) but participants could
also respond with a free-text description of their own technology. They
were then asked to:

“Briefly describe below the creative technology that you have
chosen above, how you use it, how it supports your creativity,
and how it supports creativity in general.”
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This description was used to clean the data and check participants’
understanding of their chosen technology (see Section 3.3.3).

3. RiCEv1: Participants were shown the 16 items identified in the cre-
ative professionals’ review. They were instructed to rate them “consid-
ering their recent experience with their selected creative technology”.
Each item was placed alongside an 11-point scale with the anchors
“Highly Disagree” (0) and “Highly Agree” (10) on either end. These
anchors directly mirror the CSI; as it is popular for CST research,
RiCEv1 will often be used alongside it. 11 points were chosen as multi-
point items are often easier to use (Lewis & Erdinç, 2017) and more
points supports test-retest reliability (Preston & Colman, 2000).

Participants could also add further comment in an open-ended text box.

3.3.3 Data Cleaning

The data cleaning procedure followed the advice in Müller et al. (2014).
First, participants’ understandings of their chosen technology were checked
via an open-ended question (see Section 3.3.2); 6 participants were removed
who said they had not used a creative technology or did not describe their
chosen technology in sufficient detail. Second, duplicate responses were
checked; no responses were identical. Third, a histogram of the survey com-
pletion times was examined to identify outliers, removing 6 participants who
spent longer than 30 minutes. Fourth, 8 “flat-liners” (Müller et al., 2014)
were rejected who had selected the same option for all items in at least one
question block. Respondents were required to complete each question before
submission; there was no missing data. This led to the 300 participants (20
out of 320 completed surveys were removed).

3.3.4 Data Analysis Method

The choice of creative technology and SRIS scores is reported as descriptive
statistics. For the EFA, Taherdoost, Sahibuddin and Jalaliyoon’s (2014)
advice is followed. Firstly, the sample adequacy is assessed by determining
whether the Kaiser-Meyer-Olkin (KMO) value is ≥ .7 (Kaiser, 1970). Next,
Bartlett’s (1950) test of sphericity is tested for significance (p < .05) to
indicate that correlations between items are large enough for factor analysis.
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If these tests are passed, an EFA with the minimum residual method (Lloret-
Segura et al., 2014) and oblique rotation is used because, as with the CSI,
RiCEv1’s items are correlated (Cherry & Latulipe, 2014). Next, the number
of factors is identified where Eigenvalues are > 1.0; this shows that each
factor has a higher variance compared to a single item (Taherdoost et al.,
2014). Then, for each valid factor, Kaiser’s (1960) rule is followed to select
items uniquely correlating with (or loading onto) said factor ≥ .4.

Furthermore, Cronbach’s (1951) alpha is calculated to assess inter-item re-
liability (if items in each factor measure similar constructs), following the
guideline that alpha values ≥ .7 are acceptable. However, the interpreta-
tion of the alpha value is lenient as scales with few items per construct
will naturally yield lower alphas (Schrepp, 2020), and RiCEv1 aims to be
lightweight.

3.3.5 Results

Table 3.4 shows the CSTs participants chose when answering the question-
naire. This included software for writing, presentations, photo editing and
programming.

Table 3.4: Counts of participants’ choice of creative technology in the
RiCEv1 design.

No. Participants Creative Technology

20+ MS Word (43); Photoshop (42); Google Docs (29); MS
Powerpoint (24)

10+ Visual Studio (15); Adobe Lightroom (15); Blender (13);
Adobe Premier Pro (11); AutoCAD (10)

5+ WordPress (8); Google Slides (8); MatLab (7); Illustrator
(6); iMovie (6); Paper and Pen (5)

3+ Unity (4); Post-It Notes (3); R Studio (3); Cubase (3)

2 Tableau; Whiteboards; WolframAlpha; Scratch; Final
Cut Pro; Adobe After Effects; GarageBand; Prezi; Mende-
ley; MS Publisher; Cinema 4D; Canva

1 XCode; InkScape; CorelDraw; Logic Pro X; Wikis; Medi-
aWiki; DreamWeaver; Celtx; Obsidian; Clip Studio Paint;
Figma; Ableton Live; Arduino; Bear; Kdenlive; Power BI;
GIMP; FL Studio; Procreate; TV Paint

75



The SRIS scores are shown in Figure 3.2. This shows that participants
are motivated to engage in reflection but do not always understand their
insights.
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Figure 3.2: SRIS scores in the RiCEv1 design study.

The sampling adequacy was acceptable (KMO = .90) and Bartlett’s test
of sphericity was significant (χ2(120) = 2110.18, p < .001); the criteria for
conducting a factor analysis is met. Table 3.5 shows the loadings for 4 factors
with Eigenvalues > 1 explaining 54% of variance. It also shows the items
loading onto a single factor. Factors 1 through 4 explain 17%, 13%, 11% and
13% of variance respectively. As only 2 items loaded onto factor 3 ≥ .4, the
top 2 highest loading items from each factor are selected.

The decision to select 4 factors with 2 items each is also because: this follows
the CSI’s (Cherry & Latulipe, 2014) format, RiCEv1 aims to be as short as
possible to minimise participants’ fatigue, inspecting the EFA with only 3
factors to items per factor identified groupings that were harder to inter-
pret (Worthington & Whittaker, 2006), and 5 factors did not achieve the
necessary Eigenvalues.
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Given this, RiCEv1 is presented in Table 3.7. The factor names were based
on discussions between the thesis’s author and their supervisor. Table 3.7
also includes Cronbach’s (1951) alpha values showing acceptable to moderate
inter-item reliability between all factors. Moderate factors were retained as
alpha was calculated for only 2 items, making a low value probable (Schrepp,
2020). These items also scored highly in the creative professionals’ review
(see Table 3.3) and are interpretable in a conceptually meaningful way (Wor-
thington & Whittaker, 2006).

3.4 Discussion

This chapter detailed the initial design of a lightweight questionnaire to
evaluate reflection in CST interaction. Table 3.7 shows the first iteration of
RiCE, RiCEv1. Its design is based on prior literature, a review of items by
creative professionals and an EFA. A summary of the main findings of this
chapter is shown in Table 3.6. In this section, RiCEv1’s factors are discussed
below (see Section 3.4.1) in relation to current literature (see Chapter 2).
Limitations are then outlined in Section 3.4.2. RiCEv1’s factors are referred
to using the dimension identifiers in Table 3.7.

Table 3.6: Summary of Chapter 3’s main findings.

Main Finding Location

RiCEv1 characterises reflection in CST interaction as four
factors: reflection-on-self, reflection-through-experimentation,
reflection-on-process, and reflection-on-past. Each is quantified
by two questionnaire items per factor and understandable in a
conceptually meaningful way.

§3.3.5

RiCEv1 characterises reflection in CST interaction as a cyclical
process based on users’ in-the-moment judgments and intuitions.
This is based on a review of questionnaire items by creative pro-
fessionals.

§3.2.2.3

RiCEv1 characterises reflection in CST interaction as including
moments where users consider their personal self-expression. A
review of questionnaire items by creative professionals found that
they considered reflection on others’ judgments less important
than self-reflection in CST interaction.

§3.2.2.3
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Table 3.7: Items and instructions for administering and scoring RiCEv1.
Cronbach’s (1951) alpha values are also reported.

RiCEv1: VERSION 1

::: INSTRUCTIONS FOR ADMINISTERING :::

When administering RiCEv1, each item should be placed along an
11-point scale from “Highly Disagree” (left) to “Highly Agree” (right).
Values for each item are zero indexed, i.e., integers from 0 to 10. Please
follow the question wording exactly, replacing only the name of your
system where indicated. Dimension identifiers (e.g. Cp1), descriptions,
and headings should not be visible to participants. Item order should be
randomised.

Considering your recent experience of [SYSTEM], please indicate
the extent to which you agree with the following statements:

Factor 1 (RiCEv1-Cp): Reflection on Current Process (α = 0.79)
Cp1 (Q13): Whilst being creative, I liked to think about my actions to find

alternative ways of doing them.
Cp2 (Q35): I often re-examined things I’d already learnt.

Factor 2 (RiCEv1-Se): Reflection on Self (α=0.68)
Se1 (Q19): I learned many new things about myself during the

experience.
Se2 (Q14): I pondered over the meaning of what I was doing in relation to

my personal experience

Factor 3 (RiCEv1-Pa): Reflection on Past Experiences (α=0.77)
Pa1 (Q22): I explored my past experiences as a way of understanding new

ideas.
Pa2 (Q25): Whilst creating, I thought back on some of my past

experiences.

Factor 4 (RiCEv1-Ex): Reflection through Experimentation (α=0.65)
Ex1 (Q11): I made comparisons within the system to consider alternative

ways of doing things.
Ex2 (Q23): I often generated, tested and revised ideas.

All items α = 0.79.

::: INSTRUCTIONS FOR SCORING:::

Following the design of related questionnaires (Cherry & Latulipe,
2014; Grant et al., 2002; O’Brien et al., 2018), the total RiCEv1 score (out
of 10) is calculated as (Cp1+Cp2+Se1+Se2+Pa1+Pa2+Ex1+Ex2) ÷ 8.
Each of the 4 factors are calculated as the sum of its items divided by 2.
For example, Reflection on Current Process is (Cp1+Cp2) ÷ 2.
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3.4.1 RiCEv1’s Factors

The creative professionals’ review shows that moments where people iterate
and continually assess their ideas characterise reflection in CST interaction.
This corroborates Dewey (1933) and Baumer’s (2015) characterisations of
inquiry processes in reflection, and CST researchers (Cho et al., 2022; Guil-
laumier, 2016; Yurman, 2021) who characterise how people refine their cre-
ative work. The inclusion of the RiCEv1-Cp factor also shows that people
adapt their creative processes upon reflection. This corroborates the trans-
formation stages in models of reflection (Atkins & Murphy, 1993; Boud et al.,
1985; Boyd & Fales, 1983).

The creative professionals’ review also supports Norman (1993) and Bentvelzen
et al.’s (2022) characterisations that people make comparisons when reflect-
ing. The creative professionals rated items highly on making comparisons to
past experiences (see Table 3.3, Q25, Q14, and Q22). The EFA shows that
people make comparisons between their personal experiences (RiCEv1-Se),
past experiences (RiCEv1-Pa), and as part of (RiCEv1-Ex) and looking back
on their current process (RiCEv1-Cp). The distinction between RiCEv1-
Ex and RiCEv1-Cp is similar to Schön’s (1983) reflection-in-action (making
comparisons between ideas during the creative process cf. RiCEv1-Ex) and
reflection-on-action (looking back on one’s creative process more broadly, cf.
RiCEv1-Cp). This also shares characteristics with Candy’s (2019) distinc-
tion of reflection-in-the-making-moment. The difference, however, is that
reflections-on-past occurred during the creative user experience and not as
a distinct post-hoc stage.

The creative professionals gave little mention of reflections on breakdowns
(Baumer, 2015) or reflection-on-surprise (Candy, 2019). Instead, the cre-
ative professionals’ scoring and RiCEv1’s self-reflection factor (RiCEv1-Se)
emphasise “self-expression” (P1); the contemplation of others’ perceptions
occurs infrequently. This demonstrates that Fleck and Fitzpatrick’s (2010)
characterisation of reflection (considering broader impacts), or selecting ideas
corroborating with a consensus (Dewey, 1933; Fleck & Fitzpatrick, 2010), is
less important for the participants in this study than their intuition. This
finding also contrasts with the TSRI (Bentvelzen et al., 2022), which found
that comparing one’s data with another’s prompts reflection. However, the
study design influences the unimportance of others’ perspectives because the
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participants scored the items alone. They only considered their own creative
practice, not creative work for clients (Candy, 2019) or collaborative con-
texts.

3.4.2 Limitations

In the scale development phase, seven or more creative professionals fully
agreed that the items in RiCEv1 capture reflection. This demonstrates that
RiCEv1 reliably includes measures understood as relating to reflection. No-
tably, the EFA identified factors that, considered alongside the discussion of
RiCEv1’s factors above and related work, are interpretable in a conceptually
meaningful way (Worthington & Whittaker, 2006). However, the creative
professionals’ descriptions of their background show that RiCEv1’s factors
are biased towards music – six out of ten creative professionals worked with
audio in some form (see Table 3.2).

From Slovak, Frauenberger and Fitzpatrick’s (2017) perspective, a critique
is that RiCEv1’s factors are too practitioner-centred. They do not directly
indicate whether aspects of a technology-supported environment encouraged
reflection. However, RiCEv1 instead focuses on the user experience. It can
be applied to identify which aspects of a technology support reflection by
administering the questionnaire in different conditions and testing different
interface designs. However, the questions themselves are not related to in-
terface elements.

3.5 Conclusion

The previous chapter showed that there is a need for a questionnaire to eval-
uate reflection in CST interaction. This chapter thus documents the initial
development of a questionnaire which captures whether more or less moments
of reflection occurred during interaction with a CST. The questionnaire
is named the Reflection in Creative Experience Questionnaire (RiCEv1).
RiCEv1 consists of four factors: reflection-on-process, reflection-on-self, reflection-
through-experimentation and reflection-on-past. These factors are concep-
tually meaningful and can be applied to systematically evaluate CSTs. The
next chapter evaluates RiCEv1 to assess its reliability in a CST user study
context.
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Chapter 4

Evaluation of RiCE Version 1

The previous chapter detailed the development of the Reflection in Creative
Experience Questionnaire Version 1 (RiCEv1). RiCEv1 is found in Table
3.7. This chapter presents a user study to evaluate RiCEv1’s reliability in
two creative Human-Computer Interaction (HCI) contexts related to creative
writing and music making. These areas are chosen to examine RiCEv1 in
contexts similar to its intended use, before it is applied to the thesis case
study domain from Chapter 6 onwards.

The method (Section 4.1) and findings (Section 4.2) are presented below, fol-
lowed by a discussion of the findings and their limitations (Section 4.3).

4.1 Method

The method used to evaluate RiCEv1 follows standard practice for HCI
questionnaire development (Boateng et al., 2018). In summary, two novel
Creativity Support Tools (CSTs) are compared across two different time
points. As in Chapter 3, the method follows the Technology Supported
Reflection Index (TSRI; Bentvelzen et al., 2021), but analysis is applied
to creative tasks inspired by the studies conducted to assess the Creativity
Support Index (CSI; Cherry and Latulipe, 2014).

The study was approved by the Queen Mary University of London’s ethics
committee. Participants were fully briefed and gave consent. Data and
analysis materials are found in the appendix.
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4.1.1 Participants

58 participants were recruited through Prolific. 54 participants returned to
repeat the study procedure 1 week later. Prolific was used due to its suitabil-
ity in creativity-related academic research (Oppenlaender et al., 2020). The
sample size was based on an a priori calculation in the software G*Power
for the Wilcoxon signed-rank test because the data collected is ordinal and
within subjects (effect size = .5, alpha = .05, power = .95, two-tailed), plus
1 more participant to balance groups.

Participants were screened for those who reported being fluent in English and
with an approval rating above 98%. Unlike in Section 3.3.2, participants were
not required to have previous experience with a CST. As participants are
provided with novel interfaces, they all have the same level of familiarity.
Descriptive statistics for participants’ age, gender, compensation and time
spent are in Table 4.1. Figure 4.1 shows the percentage of participants from
each country for both the initial answering of the study and its repetition 1
week later.

4.1.2 User Interfaces

RiCEv1 aspires to be used in many creative domains. Therefore, two inter-
faces were developed for testing. The interfaces contain aspects of writing,
music and drawing to represent typical CST activities (Cherry & Latulipe,
2014; Frich et al., 2019). The interfaces are simplistic, including the minimal
number of features required for people to have a short, creative user experi-
ence. This focuses the study on the creative task, not other factors such as
learning effects (Bryan-Kinns & Reed, 2023).

Existing tools were not used as they might require lengthier learning pro-
cesses. For consistency, all participants were required to have no prior experi-
ence with the interfaces. Furthermore, many CST studies focus on evaluating
novel high-fidelity prototypes instead of interfaces with a longstanding re-
lease (Frich et al., 2019). This makes novel CSTs an appropriate subject for
this investigation. The interfaces were developed with the p5js JavaScript li-
brary (McCarthy et al., 2015) and embedded into the questionnaire alongside
descriptions of how to use them, requiring no installation.
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Table 4.1: Participants’ descriptive statistics for the RiCEv1 evaluation.

Test (n=58)

Gender Male: 43.1% Female: 56.9%
Compensation £9.89/hr

Mean Med SD
Age 27.57 25 8.92
Time Spent 18m 49s 15m 6s 9m 33s

Re-test (n=54)

Gender Male: 44.1% Female: 55.9%
Compensation £10.80/hr

Mean Med SD
Age 27.89 25.5 9.13
Time Spent 16m 55s 15m 5s 7m 35s
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Figure 4.1: Participants’ countries of origin in the RiCEv1 evaluation.
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4.1.2.1 Story-Sentiment-Visualiser

In story-sentiment-visualiser1, shown in Figure 4.2, people are given real-
time feedback whilst writing. As text is typed into the interface, each word
is allocated a valence score (positive or negative) based on the AFINN-111
dataset (Nielsen, 2011). This score is visualised by moving the arrow on the
smiley scale at the top of the interface and changing the background colour
from red (for negative values) through to green (for positive values).

Figure 4.2: Interface for story-sentiment-visualiser. Participants were
tasked with writing a positive story for two minutes.

Story-sentiment-visualiser aims to be an interface involving aspects of a cre-
ative activity (writing) and aspects of a reflective CST (see Section 2.2.1). Its
design is inspired by principles on how to design technology for reflection.
For example, the visual feedback provides more information than people
usually see while writing, cf. Fleck and Fitzpatrick (2010) and the CSTs
that offer new perspectives in Section 2.2.1. Participants using this interface
were tasked with writing a positive story so that their intent is visualised,
cf. Kreminski and Mateas (2021), for two minutes.

1https://codetta.codes/story-sentiment-visualiser/
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Creative writing was examined because the CSI (Cherry & Latulipe, 2014)
was also tested in this domain. Creative writing is also an area where re-
flection has been investigated (Belakova & Mackay, 2021; Carrera & Lee,
2022; Hoque et al., 2022; Kreminski & Mateas, 2021). The task requires
little prior knowledge, making it suitable for novices to achieve in a short
time frame.

4.1.2.2 Sound-sketcher

Sound-sketcher2, shown in Figure 4.3, allows people to draw points which
are sonified into a melody. X-coordinates equal time and y-coordinates equal
pitch. People can play and stop the sonification using the play button in the
top left corner. Their composition is not played in real-time but only when
the play button is clicked. Users can also switch between a pen and eraser
tool, the latter allowing them to remove points.

Figure 4.3: Interface for sound-sketcher. Participants were tasked with
writing a music composition for two minutes.

Inspiration was drawn from tools that support novices’ music making by
converting drawings into sound (Dannemann & Barthet, 2021; Farbood et
al., 2004; Löbbers et al., 2021; Thiebaut et al., 2008). Sound-sketcher aimed
to examine a more open-ended and ambiguous (Gaver et al., 2003) CST
design than with story-sentiment-visualiser, and to investigate elements of

2https://codetta.codes/sound-sketcher/
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music CSTs as per the thesis’s later case study. It was decided that this
style of tool would examine the intersection of both music and sketching
domains, whilst acknowledging that this is an oversimplification; music and
sketching are distinct and broad areas of which sound-sketcher only captures
some characteristics. The tool also allows people to create music relatively
quickly. Participants were tasked with composing a piece of music for two
minutes.

4.1.3 Procedure and Data Collection

The following questionnaire measures were used and presented in the order
listed below:

1. Pre-test Questionnaire: Demographics were collected as reported
in Section 4.1.1. Participants also completed the SRIS (Grant et al.,
2002) to assess people’s capacity for self-reflection; a total average score
is calculated.

2. Tasks: Participants first use one of the interfaces to complete its asso-
ciated task. Later, the participants use the other interface to complete
its associated task. The order is randomised but balanced (50% started
with sound-sketcher, 50% with story-sentiment-visualiser).

After participants interacted with an interface for 2 minutes, they were
shown a keyword. Participants had to submit this keyword for payment
to be honoured. This checked that participants tested the interface for
the required time and that it loaded correctly. No participants were
rejected. Training time was not included for the interfaces because
the tools were designed to be intuitive and to evaluate RiCEv1 with
open-ended CSTs where discovery and self-learning are key (Hewett,
2005; Shneiderman, 2002; Shneiderman et al., 2006).

3. RiCEv1: Considering the interface they had just used, participants
scored the RiCEv1 items as described in Table 3.7. Taking direction
from related questionnaires (Cherry & Latulipe, 2014; Grant et al.,
2002; O’Brien et al., 2018), 5 mean averages are derived for Reflec-
tion on Current Process (RiCEv1-Cp), Reflection on Self (RiCEv1-Se),
Reflection through Experimentation (RiCEv1-Ex), Reflection on Past
Experiences (RiCEv1-Pa), and a total RiCEv1 score (see Table 3.7).
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4. CSI: Participants completed the CSI (Cherry & Latulipe, 2014) for the
interface they had just used to examine how RiCEv1 correlates with
the CSI. This included completing both the CSI’s item scoring and
factor comparison sections (see Section 2.3.2.1). The weighted sum of
the means is calculated for a total CSI score.

5. Repeat: Steps 2, 3 and 4 are repeated for the other interface.

6. Comparison: A comparison question was asked to test if RiCEv1 or
its factors are higher for the interface where most participants agree
they experienced the most moments of reflection. Participants were
shown images of the two user interfaces and asked:

“When exploring the two interfaces [pictured], with which
did you experience the most moments of reflection?”

Finally, participants could offer further comments via an open-ended text
box. A week later, participants were invited to repeat the study procedure
to assess RiCEv1’s test-retest reliability.

4.1.4 Data Analysis Method

This section describes the statistical techniques used to test RiCEv1. The
methodological rationale for the analysis follows standard practice in the
evaluation of questionnaires (Boateng et al., 2018).

4.1.4.1 Confirmatory Factor Analysis

To test RiCEv1’s factor structure, a Confirmatory Factor Analysis (CFA)
was used on the data collected in the test and re-test conditions for both
sound-sketcher and story-sentiment-visualiser. The lavaan package for the
R programming language (Rosseel, 2012) is used to support reproducibil-
ity. Each pair of statements from RiCEv1 was modelled as loading onto
their respective factor, as identified from the EFA (see Table 3.7). The max-
imum likelihood estimator with Satorra-Bentler scaling (robust maximum
likelihood) was applied as Finney and DiStefano (2006) found this to be
appropriate for ordinal data with 6 or more points.

Metrics of the CFA model’s fit are examined as described by Kline (2015)
and commonly used across HCI studies (Bowman et al., 2021; Cai et al.,
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2022; Makransky et al., 2017; Vahlo & Karhulahti, 2020). These metrics
are (Boateng et al., 2018; Kline, 2015; Matsunaga, 2010): a chi-squared test
to assess the difference between the sample’s covariance and the model’s
covariance; the Comparative Fit Index (CFI) and Tucker-Lewis Index (TLI)
to assess the ratio between the deviation of the model from the worst fitting,
and best fitting, model; the Root Mean Squared Error of Approximation
(RMSEA) to measure the degree of the model’s misspecification; and the
Standardised Root Mean Square Residual (SRMR) to assess the error between
the model’s covariance and the sample’s covariance.

The acceptability of each metric is determined based on the following criteria:
chi-squared test is not significant (p ≥ 0.05) (Matsunaga, 2010); CFI and
TLI ≥ .90 is acceptable (Bentler & Bonett, 1980; Hair et al., 1995) and ≥
.95 is excellent (Boateng et al., 2018; Kline, 2015); RMSEA ≤ 0.08 and not
significant (p ≥ 0.05) is acceptable (Matsunaga, 2010); and SRMR ≤ 0.08 is
acceptable (Boateng et al., 2018; Hair et al., 1995; Matsunaga, 2010).

4.1.4.2 Test-Retest Reliability

Test-retest reliability is the extent to which people’s questionnaire responses
are the same between points in time. Following Boateng et al. (2018) and the
TSRI (Bentvelzen et al., 2021), the Intra-Class Correlation (ICC) coefficient
is calculated for RiCEv1’s factors. Points are taken from the first survey
responses and 1 week later for both interfaces. The results are interpreted
using Koo and Mae’s (2016) guidelines of poor (ICC ≤ .5), moderate (.5 <

ICC > .75), good (.75 ≤ ICC > .9) and excellent (ICC ≤ .9).

4.1.4.3 Differentiation by Known Groups

To evaluate how well RiCEv1 captures the intended measure, the difference
between RiCEv1 and its factors is examined for both interfaces. Using the
Wilcoxon signed-rank test (as the data is ordinal), the medians are compared
for significantly different factors against the count of users who selected the
interface they found they had the most moments of reflection with. This
determines if the factors move in the same direction.
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4.1.4.4 Comparison with Existing Scales

Correlations are identified between RiCEv1’s total score and the total SRIS
scores (Grant et al., 2002), and CSI (Cherry & Latulipe, 2014). This assesses
that RiCEv1 captures the intended measure and not derivatives of these
related scales. The intuition is that higher SRIS scores occur alongside higher
RiCEv1 scores, and higher CSI scores occur alongside higher RiCEv1 scores.
Weak (≥ .3 and < .5) to moderate (≥ .5 and < .7) correlations are expected
to support the notion that, although RiCEv1 is conceptually different, it is
still influenced by related factors. Given this, the following hypotheses are
tested:

• H1: For story-sentiment-visualiser, there will be a weak to moderate
positive correlation between RiCEv1’s total score and the SRIS’s total
score.

• H2: For story-sentiment-visualiser, there will be a weak to moderate
positive correlation between RiCEv1’s total score and the CSI’s total
score.

• H3: For sound-sketcher, there will be a weak to moderate positive
correlation between RiCEv1’s total score and the SRIS’s total score.

• H4: For sound-sketcher, there will be a weak to moderate positive
correlation between RiCEv1’s total score and the CSI’s total score.

Only correlations between total scores are inspected instead of individual
factors to focus on testing RiCEv1 as a whole and avoid family-wise type
1 errors on account of multiple tests. Spearman’s (1904) Rho correlation
coefficient is used as it is suited to ordinal data.

4.2 Results

This section reports the results of the statistical tests outlined above.

4.2.1 Confirmatory Factor Analysis

Table 4.2 shows the fit metrics for the CFA of RiCEv1. CFI is acceptable in
both re-test conditions. SRMR is also acceptable in both test conditions and
re-test conditions for sound-sketcher. There are five acceptable metrics for
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the re-test condition of story-sentiment-visualiser for the Chi-squared test
and RMSEA. Other metrics do not achieve acceptance.

Table 4.2: Fit metrics for RiCEv1’s confirmatory factor analysis across
conditions and interfaces. Acceptable metrics are in bold.

Timing Interface Chi-squared CFI TLI RMSEA SRMR

Criterion: p ≥ 0.05 ≥ 0.9 ≥ 0.9 RMSEA ≤ 0.08; p ≥ 0.05 ≤ 0.08

Test Sound χ2(14) = 38.0, 0.88 0.75 RMESA = 0.17 0.07
p = < .001 90% CI [0.11, 0.24]

p < .001

Re-test Sound χ2(14) = 31.0, 0.91 0.82 RMESA = 0.16 0.08
p < .001 90% CI [0.08, 0.23]

p = 0.01

Test Story χ2(14) = 33.3, 0.89 0.79 RMESA = 0.17 0.09
p < .001 90% CI [0.10, 0.25]

p = 0.01

Re-test Story χ2(14) = 20.8, 0.94 0.88 RMESA = 0.12, 0.07
p = 0.11 90% CI [0.00, 0.21],

p = 0.15

4.2.2 Test-Retest Reliability

Table 4.3 shows the ICCs between the test and re-test measures for RiCEv1
and its factors. For story-sentiment-visualiser, a moderate test-retest reli-
ability is inferred for all factors. The confidence intervals range from poor
to moderate, excluding RiCEv1-Ex, which shows poor test-retest reliability.
ICCs for sound-sketcher also range from poor to moderate. Total RiCEv1
ICCs show moderate test-retest reliability for both interfaces.

Table 4.3: Intra-class correlations between the test and re-test measures
for RiCEv1 and its factors. Significant measures in bold.

Interface RiCEv1 ICC2 p CI Lower CI Upper

Story RiCEv1-Ex .22 .055 .13 .30
Story RiCEv1-Se .52 < .001 .45 .59
Story RiCEv1-Cp .51 < .001 .44 .58
Story RiCEv1-Pa .51 < .001 .43 .57
Story RiCEv1 .61 < .001 .55 .67

Sound RiCEv1-Ex .45 < .001 .37 .52
Sound RiCEv1-Se .64 < .001 .58 .69
Sound RiCEv1-Cp .43 < .001 .35 .50
Sound RiCEv1-Pa .47 < .001 .39 .54
Sound RiCEv1 .58 < .001 .52 .64
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4.2.3 Differentiation by Known Groups

When completing the study for the first time, 60.3% of participants selected
experiencing the most moments of reflection with story-sentiment-visualiser
instead of sound-sketcher (39.7%). This pattern continued when participants
completed the study 1 week later (64.8% story-sentiment-visualiser, 35.2%
sound-sketcher).

Wilcoxon signed-rank tests were conducted for RiCEv1 and its factors, re-
ported in Table 4.4. For both the test and re-test responses, RiCEv1-Ex
scores were significantly lower for story-sentiment-visualiser than sound-
sketcher. RiCEv1-Se scores were significantly higher for story-sentiment-
visualiser than sound-sketcher.

Table 4.4: Wilcoxon signed-rank tests across the interfaces for RiCEv1
on both test and re-test. Significant results are in bold.

Timing RiCEv1 V p Median
for Story

Median
for Sound

Test RiCEv1-Ex 501.0 .038 6.0 7.0
Test RiCEv1-Se 974.0 .046 6.0 5.3
Test RiCEv1-Cp 673.5 .891 6.8 7.0
Test RiCEv1-Pa 960.5 .111 7.5 6.0
Test RiCEv1 828.0 .810 5.9 6.4

Re-test RiCEv1-Ex 166.0 < .001 5.8 7.5
Re-test RiCEv1-Se 788.5 .002 6.0 4.5
Re-test RiCEv1-Cp 476.0 .483 7.0 6.5
Re-test RiCEv1-Pa 685.5 .058 8.0 7.0
Re-test RiCEv1 627.0 .693 6.2 6.2

4.2.4 Comparison with Existing Scales

Recall the hypotheses from Section 4.1.4.4. For story-sentiment-visualiser,
there is a weak positive correlation between RiCEv1 and the SRIS score on
test (r(58) = .36, p = .006) and re-test (r(54) = .40, p = .003) – accept H1.
There is a moderate positive correlation between RiCEv1 and the CSI on
test (r(58) = .52, p < .001) and re-test (r(54) = .66, p < 0.001) – accept H2.
For sound-sketcher, there is a weak positive correlation between the RiCEv1
and SRIS scores on test (r(58) = .31, p = .018) and re-test (r(54) = .37, p
= 0.006) – accept H3. Between RiCEv1 and the CSI, there is a moderate
positive correlation on test (r(58) = .54, p < 0.001) and re-test (r(54) = .67,
p < 0.001) – accept H4.
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4.3 Discussion

Table 4.5: Summary of Chapter 4’s main findings.

Main Finding Location

RiCEv1 reliably measures a distinct construct, whilst also relat-
ing to scales on creativity and people’s capacity for reflection.

§4.2.4

RiCEv1 reliably shows differences between different types of re-
flection for different interfaces.
— Self-reflection is characterised as occurring more so in people’s
use of a CST with aspects of creative writing than a CST with
aspects of drawing and music.
— Reflection-through-experimentation is characterised as occur-
ring more in people’s use of a CST with aspects of drawing and
music than a CST with aspects of creative writing.

§4.2.3

RiCEv1 shows stronger reliability for participants more familiar
with the CST tested and the creative task.

§4.1.4.1
§4.1.4.2

This chapter evaluated RiCEv1’s reliability. A user study applied RiCEv1
to two novel interfaces and creative tasks related to creative writing and
music making. The main findings are summarised in Table 4.5. The factors
show good content validity and successfully distinguish between the types of
reflection common in different CST interactions. The findings are discussed
below, and limitations are described in Section 4.3.1.

The results show that RiCEv1 measures moments of reflection and not a
different construct. RiCEv1 correlated with the SRIS (Grant et al., 2002),
showing that higher RiCEv1 scores occur alongside more naturally reflective
people. RiCEv1 also correlated with the CSI (Cherry & Latulipe, 2014),
showing that higher RiCEv1 scores occur alongside interfaces that better
foster creativity. These correlations were moderate, demonstrating that,
whilst related, RiCEv1 measured a distinct construct. When combined with
the expert review process in the previous chapter (see Section 3.2.2), this
demonstrates strong content validity.

The differentiation by known groups test shows that RiCEv1 differenti-
ates between different types of reflection in story-sentiment-visualiser and
sound-sketcher. The differences between RiCEv1-Se’s and RiCEv1-Ex’s me-
dians show that moments of self-reflection (RiCEv1-Se) occurred more so
with story-sentiment-visualiser. Moments of reflecting through experimen-
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tation (RiCEv1-Ex) occurred more with sound-sketcher. Bentvelzen et al.
(2022) found that comparisons to an absolute reference encourage reflec-
tion. This corroborates the finding that more self-reflection occurred with
story-sentiment-visualiser, which offers an evaluation metric for comparison
through its smiley scale. In contrast, RiCEv1-Ex was higher for sound-
sketcher because of its open-ended interaction. Participants continually eval-
uated their creations against their own criteria through experimentation. It
is notable that differences between factors were found despite the partici-
pants only marginally scoring story-sentiment-visualiser as more reflective
in Section 4.2.3. A study comparing interfaces with a stronger split of opin-
ion will thus present more prominent differences between RiCEv1 and its
factors.

RiCEv1 and its factors show moderate to poor test-retest reliability. The sig-
nificant differences between RiCEv1-Ex and RiCEv1-Se for story-sentiment-
visualiser and sound-sketcher show that test-retest reliability varies between
creative disciplines, where different types of reflection are more or less promi-
nent. The CFA fit is also better for story-sentiment-visualiser than sound-
sketcher, demonstrating that RiCEv1 is task dependent.

RiCEv1’s scores will also be different for different phases of the creative
process, which is complex and non-linear (see Section 2.1). For example,
as the tasks for the user interfaces tested were open-ended, it is difficult
to deduce whether participants were in divergent or convergent thinking
phases. This is examined further in a study that investigates measures of
RiCE throughout a creative process (see Chapter 8).

Test-retest reliability would improve if participants investigated the inter-
faces for longer, or if longer than one week was left between data collection
points. This mitigates for learning effects. The stronger fit of the CFA in the
re-test conditions shows that RiCEv1 more reliably measures reflection when
participants are familiar with a creative interface or task. Story-sentiment-
visualiser and its associated task (writing a story) are also likely more familiar
than sound-sketcher’s task (making music from drawings), hence participants
choosing it as more reflective.
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4.3.1 Limitations

RiCEv1’s reliability is limited to the assessments in this formative user study.
The CFA results limit the reliability of RiCEv1. However, the CFA only
indicates RiCEv1’s fit because: the scale has two items per factor (Kline,
2015, pg. 201) whereas three or more items are recommended for CFA to have
sufficient information (ibid); and “the sample size [is relatively speaking] not
large” (Kline, 2015, pg. 259) for a CFA analysis. This limits the extent to
which the CFA results can be interpreted. However, this thesis argues that
the current CFA results show potential for future work and tend towards
good fit. The key strength of RiCEv1’s reliability is its content validity,
which is achieved through the consultation with 10 professionals in creative
disciplines and large-scale survey experiments with multiple CST users. The
differentiation by known groups test also confirms that RiCEv1 differentiates
between how much different types of reflection occur in different CSTs.

RiCEv1 needs to be extended to increase the number of items per factor to
address its limitations. This can include adding reverse-scored items to en-
sure consistency in participants’ scoring. Indeed, the lower reliability scores
may have resulted from selecting only two items per factor. More items per
factor would also allow for more refined designs of RiCEv1. Inspection of the
correlations between items (Kline, 2015) would guide the design of alterna-
tive models for RiCE. The inclusion of extra items should be balanced against
questionnaire length. RiCEv1 is intended to be used quickly alongside other
measures to not increase participants’ burden. Scales with comparable goals
include between 9 and 12 items (Bentvelzen et al., 2021; Cherry & Lat-
ulipe, 2014; Jackson et al., 2008; O’Brien et al., 2018). The limitations are
addressed to update RiCEv1 to RiCEv2 in the following chapter.

4.4 Conclusion

This chapter evaluated the reliability of RiCEv1. This was achieved through
a user study of two CSTs with elements of creative writing, music and sketch-
ing. RiCEv1 was shown to have strong content validity and could reliably
identify differences between types of reflection in different CST interactions.
The following chapter further updates RiCEv1 to RiCEv2 to improve upon
its reliability for use in the thesis case study domain.
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Chapter 5

Design of RiCE Version 2

Chapter 3 showed that the Reflection in Creative Experience Questionnaire
Version 1 (RiCEv1) has strong content validity and four factors which are
interpretable in a conceptually meaningful way (Worthington & Whittaker,
2006). Chapter 4 showed that RiCEv1 can successfully differentiate between
different types of reflection in different CSTs. This chapter updates RiCEv1
to improve its construct validity: how well its structural model fits other
data. This improves upon RiCEv1 before the thesis moves to its case study
domain of interest.

The chapter is organised as follows. Section 5.1 outlines the process used to
iterate RiCEv1 to RiCEv2. Section 5.2 details the findings of this process.
Section 5.3 closes the chapter by discussing RiCEv2’s limitations.

5.1 Method

To remind the reader, two limitations of RiCEv1 identified in Chapter 4 were
that there are too few items per factor to be able to assess construct validity
(Kline, 2015) and no items with reverse wording to check for consistency in
participants’ scoring (Müller et al., 2014). A process based on Kline (2015) is
followed to address these limitations. First, RiCEv1 is extended by revisiting
the results from the exploratory factor analysis (Section 3.2) to add more
items per factor. Correlation and inter-rater reliability metrics are then
inspected iteratively, removing items to reduce the extended questionnaire
until acceptable metrics are produced. The process is applied to a dataset
from the user study presented in Chapter 11, as described below.
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5.1.1 Dataset

The dataset from the user study presented in Chapter 11 is used to refine
an extended RiCEv1 questionnaire to RiCEv2. The user study applied the
extended questionnaire to evaluate people’s interaction with a novel CST
for music composition with AIGC, named wAIve. wAIve allows users to
write short music compositions using AIGC components and animations to
encourage reflection. 22 participants were recruited who are music novices
and study computer science-related subjects. They started with the same
level of familiarity with wAIve for consistency and were tasked to compose a
piece of music for twenty minutes. Full details on participants’ demographics,
expertise and the study task are in Chapter 11.

The decision to use this data was because it is representative of a typical
CST user study (Frich et al., 2019). The data also directly relates to the
thesis case study domain, where RiCEv2 is later applied. This thus supports
the reliability of the RiCEv2 findings presented in the later chapters of this
thesis.

5.1.2 Data Analysis Method

The dataset was split into a training set (14 out of 22 participants) and
test set (8 out of 22 participants). Over several iterations, items were re-
moved based on inspection of correlation and inter-item reliability metrics,
as follows:

Convergent Validity: Items were identified with negative correlations to
other items within a factor. This shows that items do not measure the
same underlying construct. Positive correlations for items within a factor
were retained, whilst negatively correlated items were removed. Spearman’s
(1904) Rho was used to assess the correlations between items in a factor as
it is suited to ordinal, non-normal data. The following guidelines are used
to interpret the correlations: poor (< .3), weak (>= .3 and < .5), moderate
(>= .5 and < .7) and strong (>= .7).

Inter-item Reliability: The inter-item reliability is assessed to examine
whether scoring is consistent for items within factors and the whole scale.
Cronbach’s (1951) alpha is used as it is suitable for non-binary ordinal data.
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Following general guidelines, values >= .7 are found as acceptable, whilst
being lenient because scales with few items per construct naturally yield
lower alphas (Schrepp, 2020) and RiCEv2 aims to be lightweight.

The metrics are assessed using the training set data, and items are removed
until acceptable metrics are found. The metrics are then inspected for the
test set to evaluate RiCEv2’s generalisability to similar data.

5.2 Design Iterations

This section first describes how RiCEv1 was extended to prepare for its re-
finement. This is followed by descriptions of the changes made through each
iteration of the data analysis method, described above. The final RiCEv2
design is then reported.

5.2.1 Extending RiCEv1

RiCEv1 was first extended by revisiting the results from the exploratory
factor analysis in Section 3.2. This extended questionnaire used all items
with acceptable loadings for each factor; RiCEv1 initially only used the
top two. Thus, there were more items per factor. This would enable a
confirmatory factor analysis in future (Kline, 2015).

Two new items were created by reversing the wording of the highest loading
items. The reverse wording would help to assess a participant’s scoring
consistency. This also led to an equal number of items per factor, described
as best practice in Müller et al. (2014). This led to a questionnaire with four
items per factor, shown in Table 5.1.

5.2.2 Training Set: Iteration 1

Figure 5.1 shows the correlation matrix and alpha values for the training
set data, for the extended RiCEv1 questionnaire. Three items were removed
based on this matrix. These were: Q2, as it had only weak and negative cor-
relations with other items; PaR2, with mostly weak or negative correlations;
and Q35, with the weakest correlations to other items compared within the
RiCE-Cp factor.
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Table 5.1: The extensions to the RiCEv1 questionnaire. These are later
refined to create RiCEv2. Question numbering is from the original ques-
tion list for RiCEv1’s design in Table 3.3.

The Extended RiCEv1

Considering your recent experience of [SYSTEM], please indicate
the extent to which you agree with the following statements:

Factor: Reflection on Current Process
Q13: Whilst being creative, I liked to think about my actions to find

alternative ways of doing them.
Q35: I often re-examined things I’d already learnt.
Q29: I considered different ways of doing things.
Q7: I found myself iteratively refining and assessing my creative process.

Factor: Reflection on Self
Q19: I learned many new things about myself during the experience.
Q14: I pondered over the meaning of what I was doing in relation to my

personal experience.
Q21: I often reappraised my experiences with the system so I could learn

from them.
Q2: I considered how my outputs from the system might be interpreted

differently in the future.

Factor: Reflection through Experimentation
Q11: I made comparisons within the system to consider alternative ways

of doing things.
Q23: I often generated, tested and revised ideas.
Q30: I often reflected on my actions to see whether I could have improved

on what I did.
ExR1: I made no comparisons within the system to consider alternative

ways of doing things.

Factor: Reflection on Past Experiences
Q22: I explored my past experiences as a way of understanding new ideas.
Q25: Whilst creating, I thought back on some of my past experiences.
PaR1: Whilst creating, I did not think about my past experiences.
PaR2: I never explored my past experiences to understand new ideas.
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Figure 5.1: Iteration 1’s training set correlations and alpha values for
RiCEv2’s design.

Figure 5.2: Iteration 2’s training set correlations and alpha values for
RiCEv2’s design.
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Figure 5.3: Iteration 3’s training set correlations and alpha values for
RiCEv2’s design.

Figure 5.4: Iteration 4’s test set correlations and alpha values for
RiCEv2’s design.
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5.2.3 Training Set: Iteration 2

Figure 5.2 shows the correlation matrix and alpha values for the training
set data with the items above removed. All alpha values were found as
acceptable, except for RiCE-Se. However, the decision was made not to
remove an item from RiCE-Se because a minimum of three items per factor is
recommended for a confirmatory factor analysis (Kline, 2015). Instead, Q30
was removed from the RiCE-Ex factor to support RiCE’s future usability
– three items for all factors make the scale more consistent and simpler for
HCI researchers to adopt and use.

5.2.4 Training Set: Iteration 3

Figure 5.3 shows the correlation matrix and alpha values with three items
per factor. Although smaller alpha values were found overall compared to
the previous iteration, they were still acceptable. The future ease of having
three items per factor was prioritised.

5.2.5 Test Set: Iteration 4 and RiCEv2 Final Design

The analysis for the new RiCE structure with three items per factor was
repeated on the test set data. Figure 5.4 shows its correlation matrix and
alpha values. All items within the factors are positive. This shows construct
validity. However, RiCE-Pa has poor inter-item reliability and weak corre-
lations. The decision was made to remove the RiCE-Pa factor. Thus, the
final design of RiCEv2 is shown in Table 5.2.

5.3 Discussion

This chapter documented the development of RiCEv2. RiCEv2 is presented
in Table 5.2. It was iteratively refined based on data collected in Chapter
11. It includes more items per factor than RiCEv1 and a reversed item to
support its reliability. It includes factors of reflection-on-process (RiCEv2-
Cp), reflection-on-self (RiCEv2-Se) and reflection-through-experimentation
(RiCEv2-Ex); reflection-on-past was removed as it showed poor inter-rater
reliability in the test set data.

A large-scale confirmatory factor analysis is needed to demonstrate that
RiCEv2’s factors are conceptually distinct and do not overlap (Kline, 2015).
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Table 5.2: Items and instructions for administering and scoring RiCEv2.

RiCEv2: VERSION 2

::: INSTRUCTIONS FOR ADMINISTERING :::

When administering RiCEv2, each item should be placed along an
11-point scale from “Highly Disagree” (left) to “Highly Agree” (right).
Values for each item are zero indexed, i.e., integers from 0 to 10. Please
follow the question wording exactly, replacing only the name of your
system where indicated. Dimension identifiers (e.g. Cp1), descriptions,
and headings should not be visible to participants. Item order should be
randomised.

Considering your recent experience of [SYSTEM], please indicate
the extent to which you agree with the following statements:

Factor: Reflection on Current Process (RiCEv2-Cp)
Cp1 (Q13): Whilst being creative, I liked to think about my actions to find

alternative ways of doing them.
Cp2 (Q29): I considered different ways of doing things.
Cp3 (Q7): I found myself iteratively refining and assessing my creative process.

Factor: Reflection on Self (RiCEv2-Se)
Se1 (Q19): I learned many new things about myself during the experience.
Se2 (Q14): I pondered over the meaning of what I was doing in relation to my

personal experience.
Se3 (Q21): I often reappraised my experiences with the system so I could learn.

from them.

Factor: Reflection through Experimentation (RiCEv2-Ex)
Ex1 (Q11): I made comparisons within the system to consider alternative ways

of doing things.
Ex2 (Q23): I often generated, tested and revised ideas.
Ex3 (ExR1): I made no comparisons within the system to consider alternative

ways of doing things. Note: Reverse scoring.

::: INSTRUCTIONS FOR SCORING:::

Following the design of related questionnaires (Cherry & Latulipe,
2014; Grant et al., 2002; O’Brien et al., 2018), the total RiCEv2 score (out
of 10) is calculated as (Cp1+Cp2+Cp3+Se1+Se2+Se3+Ex1+Ex2+Ex3)
÷ 9. Each of the 3 factors are calculated as the average of its items. For
example, Reflection on Current Process is (Cp1+Cp2+Cp3) ÷ 3.
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This is challenging in creative contexts where reflection is abstract and un-
likely to be easily separated into distinct categories. However, this thesis
will show throughout the following chapters that RiCEv2 can be applied to
assess if more or less of different types of reflection occour different differ-
ent CST contexts. Its theoretical basis is also grounded by the systematic
research reported in the previous two chapters.

As RiCEv2 was refined based on the user study in Chapter 11, its assessment
is based in the context of AI-based music composition. This demonstrates
its reliability within the study domain area of this thesis. Future research is
needed to assess the potential for RiCEv2 to apply to other domains.

5.4 Conclusion

This chapter improved upon the limitations of RiCEv1. This was achieved by
extending RiCEv1 and refining its design based on inspection of correlation
matrices and inter-rater reliability metrics, using a dataset related to the
thesis case study domain. This led to the design of RiCEv2 with three
items per the three factors of reflection-on-process, reflection-on-self, and
reflection-through-experimentation. With a tool for systematically assessing
reflection in CST interaction in place, the thesis now moves to its case study
on AI-based music composition.
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Part II

Reflection in AI-based Music
Composition Tools
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Chapter 6

State-of-the-Art: AI-based Music Composi-
tion

The previous chapters showed that there are few Creativity Support Tools
(CSTs) which focus on reflection, and no questionnaire approach for evaluat-
ing people’s interaction with a CST. This motivated the development of the
Reflection in Creative Experience Questionnaire (RiCEv2). The focus now
moves to the thesis’s case study domain of Artificial Intelligence (AI)-based
music composition.

This chapter reviews the state-of-the-art in AI music making. It shows that
there are few studies on how people reflect using AI Generated Content
(AIGC) in CSTs, and none that systematically evaluate reflection in music
composition. This justifies the evaluation of reflection across AI music tools
in the following chapter.

The chapter is organised as follows. First, the chapter introduces two central
aspects of the domain of AI-based music composition: Section 6.1 introduces
the music composition process; Section 6.2 summarises state-of-the-art gen-
erative AI models for music. These two aspects are then considered jointly
through a review of CSTs which implement AIGC for people’s interaction
(Section 6.3), including for the music composition context. The chapter
concludes with a summary of the critiques of literature.
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6.1 Music Composition Process

Music composition is a fundamental form of human creativity (Freeman,
1998). Composition is not unique to music; it refers to where materials
are constructed to create something new (Whittall, 2011). For music, the
material used for construction is sound. Sound is manipulated in terms of
its pitch, timbre (such as harmony and texture) and time (such as rhythm
and structure).

Whittall (2011) defines music composition as “both the activity of composing
and the result of composing”. Blum (2001) similarly defines music compo-
sition as “the activity or process of creating music, and the product of such
activity”. These definitions are broad and offer no insights into what the
composition process entails.

Burnard (2000) presents a definition of music composition that combines im-
provisation and composition. However, improvisation is distinct in that “the
decisive aspects of composition occur during performance” (Blum, 2001).
Thus, performers reflect differently when improvising. Music composition
also overlaps with music production and dissemination (Vanka et al., 2023).
For example, musicians sometimes produce music whilst composing in a Dig-
ital Audio Workstation1 (DAW). Recall that this thesis focuses on the music
composition process, whilst noting overlap between these activities.

The music composition process also varies across genres. Rock bands of-
ten construct and test ideas through jamming (Biasutti, 2012). Live coders2

make edits on the fly and build patterns (McLean & Wiggins, 2010). Orches-
tral composers are noted to develop themes or motifs (McAdams, 2004).

Models of the music composition process give a general view of how peo-
ple create music over time. This includes extensions to the creative process
models in Section 2.1. In comparison to the creative process models, music
composition models emphasise iterative movements between phases and the
preparation stage (Sloboda, 1985; Webster, 2002; Younker, 2000). Psychol-
ogy studies on digital music composition have also used interviews (Ben-
nett, 1976) or data logging techniques (Collins, 2007; Nilsson & Folkestad,

1A Digital Audio Workstation is software used for professional music making.
2Referring to the live coding of music, where code is written and interpreted in real-time

which outputs audio and music.
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2005) to examine composers’ decisions and develop music composition pro-
cess models. This includes for children’s composition processes (Burnard,
1995; Kennedy, 2002; Nilsson & Folkestad, 2005; Swanwick & Tillman, 1986;
Younker, 2000).

Whilst models of the composition process define broad stages, none indicate
the different types of reflection that occur. Based on selected music litera-
ture, common moments of the composition process that affect reflection are
proposed below.

Preparation: People often create a scaffold for their music before start-
ing to compose (Nash, 2011; Wallas, 1926; Webster, 2002). For instance, a
composer might select instruments to use in their piece before ideating mu-
sical fragments (Folkestad et al., 1998). Here, composers reflect-for-action
(Candy, 2019).

Auditioning: Small-scale editing of notes in music composition is com-
mon, and composers spend time experimenting with musical fragments (Collins,
2007; Folkestad et al., 1998). This relates to moments where people lis-
ten to music fragments after editing. Expert composers tend to spend less
time editing their music between episodes of playback (Nash, 2011; Nash &
Blackwell, 2012) – performing edits during, and reacting to, auditory feed-
back (Addessi et al., 2015; Nash, 2011; Nash & Blackwell, 2012). Through
listening, composers are reflecting-in-action (Schön, 1983).

Contemplation: Long episodes of listening indicate contemplative flow
states (Bryan-Kinns & Hamilton, 2012). These episodes are described as a
distinct phase of the composition process (Younker, 2000). Collins (2007)
names these macro events: where composers sit back to consider the piece
as a whole, cf. reflection-at-a-distance (Candy, 2019). Here, composers are
concerned more with their music’s general feel, not nuanced details.

Vision: People often have broad ideas in their head of how their music
should sound before expressing them by playing an instrument (Younker,
2000) or committing to notation (Sloboda, 1985; Webster, 2002). Similar to
preparation stages, composers reflect to develop their vision before action,
cf. reflection-for-action (Candy, 2019).
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Divergence: As composers develop expertise, they move from understand-
ing musical conventions to breaking these conventions (Swanwick & Tillman,
1986; Webster, 2002) cf. divergent thinking. Swanwick and Tillman (1986)
consider reflecting on the tension between breaking convention and keeping
within a particular musical style to be a prerequisite of a fully-developed,
self-aware composer, cf. Boden’s (1991) transformational creativity.

Across the models of the composition process, there are common phases.
These include: having an initial idea, sketching out the idea, building the
idea into a first draft, elaborating and refining the work, and working on
later revisions (Bennett, 1976; Webster, 2002). With this understanding of
the music composition process, the following section introduces the second
component of the thesis case study domain: AI for music.

6.2 Generative AI Architectures for Music

Alongside the emergence of a new wave of AI research (Xu, 2019) are several
advances in modelling the music composition process (Carnovalini & Rodà,
2020). Lovelace (1843) speculated that computers could generate music in
the 1800s. Developments such as deep learning have now led to AI systems
that produce convincing, high-quality musical outputs (Carnovalini & Rodà,
2020). This includes both symbolic representations of music such as MIDI3,
and raw audio (see Caillon and Esling (2021)).

Below is an overview of AI architectures for music. The type of AI this thesis
focuses on is generative AI systems, where models are built from datasets to
produce new data with similar statistical properties (Carnovalini & Rodà,
2020). The architectures surveyed were selected to provide an understanding
of the types of generative AI systems that are used in music interaction
contexts. Briot et al. (2017), Carnovalini and Rodà (2020) and Herremans
et al. (2017) present broader overviews.

Rule-based: The earliest generative music systems were rule-based. For
example, in Mozart’s Dice Game, fragments of music are randomly com-

3MIDI (Musical Instrument Digital Interface) is the specification of a communications
scheme that sends data points to control digital music devices. The data uses an event-
based format to represent musical control (for example, note-on and note-off messages),
in contrast to sample based formats (Loy, 1985).
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bined based on the outcome of a dice roll (Carnovalini & Rodà, 2020). The
Illiac Suite (Hiller & Isaacson, 1957) used rule-based grammars to control
randomness.

The limitation of rule-based methods is that programmers must decide which
rules to encode. This is challenging when musical rules are not formally de-
fined (Carnovalini & Rodà, 2020). However, rules can be used to extend
small datasets or curate the output of more complex models. Rule-based
systems are also easier to examine in a user interface than black-box ap-
proaches. This interpretability allows composers to reflect on and interact
with the rules.

Markov Chains: Markov Chains model a probabilistic sequence of events,
where events could be music data such as chords or notes (Carnovalini &
Rodà, 2020). Markov Chains’ strength is in modelling small datasets. How-
ever, they struggle to model long-term musical variations (Roberts, Engel,
et al., 2018).

A successful example of a Markov Chain system for music is the Continuator
(Pachet, 2003). The Continuator uses a Markov Chain to generate musical
responses to a person’s improvisation. Musical phrases similar to those input
by a person are played back in real-time. By producing phrases in real-time
interaction, there is opportunity for reflection-in-action (Schön, 1983).

Neural Network: Neural network approaches overcome the limitation
that Markov Chains cannot model long-term variation. Recurrent Neural
Networks (RNNs) retain information from previous time steps via hidden
states (Karpathy, 2015; Roberts, Engel, et al., 2018). However, as RNNs
derive gradients based on prior calculations during backpropagation, they
suffer from the vanishing gradient problem: multiplying values repeatedly
by small decimal values drags them close to zero.

Long-Short Term Memory Networks (LSTMs) are a type of RNN extended
to forget, update or output data via vector masks and normalising func-
tions. This avoids vanishing gradient issues. Gated Recurrent Units (GRUs)
similarly extend RNNs to avoid vanishing gradients but use only reset and
update gates (Phi, 2018).

LSTMs and GRUs have been used in bi-directional architectures (Briot et
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al., 2017; Hadjeres et al., 2017; Pati et al., 2019) and stacked on top of one
another (Eck & Schmidhuber, 2002; Sturm et al., 2016). This approach has
created successful music generation tools, including Sturm et al.’s (2016)
FolkRNN for folk music, and Eck and Schmidhuber’s (2002) model for blues
music. However, these models produce outputs without providing interac-
tivity, limiting composers’ opportunities to reflect-in-the-moment (Candy,
2019). Often, only an AI’s temperature control, which determines its out-
put’s randomness, is exposed (Bryan-Kinns et al., 2021).

Transformers: Transformer models use a different approach to solving the
vanishing gradient problem and retain long-term musical structure (Vaswani
et al., 2017). They use attention mechanisms to relate parts of sequences to
other parts, not the previous input. This enables them to capture relation-
ships between musical phrases, even if they are far apart in the sequence.
They can also be parallelised, increasing the computing speed.

Interest in transformers has accelerated since tools such as ChatGPT (Ope-
nAI, 2022) have become mainstream. Before its popularity, Banar and
Colton (2021) had manipulated a General Purpose Transformer (GPT) model
to create extreme musical passages. They systematically evaluated how fine-
tuning these models to varying degrees affects musical qualities in their out-
put (Banar & Colton, 2022). Banar and Colton (2021) also used outputs
from a GPT model within a user interface, loading outputs based on their
match to musical metrics. However, this approach only allows users to re-
flect on an AI’s output instead of the AI’s internal workings. The control of
musical metrics also bears little relationship to composers’ broader artistic
goals and intuitions (Kaschub & Smith, 2009; Whittall, 2011).

Variational Auto-Encoders: The deep learning architectures described
above are constrained to a specific genre based on the training dataset (Briot
et al., 2017). Variational Auto-Encoders (VAEs) use neural networks to
encode a dataset into a smaller compressed latent representation, in turn
decoded by another set of neural networks (Kingma & Welling, 2013) (see
Figure 6.1). This allows the internal model to be modified and parsed to the
decoder (Fabius & Van Amersfoort, 2014; Roberts, Engel, et al., 2018), to
move between genres. For example, Fabius and Van Amersfoort (2014) used
a VAE to capture different styles of video game music.
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Figure 6.1: Visualisation of the variational auto-encoder architecture.
Image adapted from Bryan-Kinns et al. (2021).

Users can control the internal model of a VAE. This provides unique opportu-
nities for users to reflect on manipulations of this internal model using novel
mappings. For example, Sonified Body (Murray-Browne & Tigas, 2021) uses
a dancer’s movement to alter values in the latent space of a generative music
model. Several examples from Google Magenta4 also allow users to make
music by manipulating a VAE’s latent vector. Notably, these interfaces used
the MusicVAE model (Roberts, Engel, et al., 2018), which produces high-
quality music that is steerable towards different genres by modifying the
latent vector. An interaction design challenge here is in how to visualise
the multidimensional latent vector representation within a graphical user
interface. There is little research on how these mappings affect people’s
interaction in music composition, and none with a focus on reflection.

In summary, there are several critiques of AI architectures for music compo-
sition that are relevant to reflection. Rule-based systems and Markov Chains
are interpretable, providing opportunity for reflection on their inner work-
ings. However, they are limited to producing short musical phrases. LSTM
networks generate more coherent output but are black-boxes; users must re-
flect on their outputs post-hoc. This restricts more reactionary reflection-in-
action (Schön, 1983). VAEs’ latent spaces can be mapped in unique ways to
provide opportunity for reflection-in-the-moment; however, the interpretabil-
ity of these mappings and how they support reflection remains uncertain. To
better understand how AI affects reflection in interaction, the following sec-
tion turns to their use in CSTs, including CSTs for music composition.

4https://magenta.tensorflow.org/demos/
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6.3 AI-based Creativity Support Tools

Before the current crescendo of interest in generative AI, CST research was
already exploring ways to enhance human creativity with technology. This
included using computers to automate menial tasks up to the development
of fully collaborative digital partners (Cornock & Edmonds, 1973; Lubart,
2005). Recent advances in AI have led to AIGC being used in CSTs to act
more like collaborative partners, adding AI generated media indistinguish-
able from human creations to users’ work. There are over 50 documented
AI-based CSTs (Spoto & Oleynik, 2018) where AIGC contributes to a shared
product with the user (Rezwana & Maher, 2022).

CSTs that allow humans to use AIGC have been called co-creative AI (Davis,
2021). This term implies that an AI, like a person, is also creative. Whether
AI is creative or not is widely debated (Colton et al., 2020; Hertzmann, 2018;
Shneiderman, 2022). Computational creativity researchers have argued how
an AI might be perceived as creative (Colton & Wiggins, 2012), particularly
if generating content which seems authentic to that which an AI might create
based on its own experiences (Colton et al., 2018, 2020; Guckelsberger et al.,
2017), or by generating insights on its internal processes (Charnley et al.,
2012; Colton & Ventura, 2014).

Human-centred AI narratives (Garibay et al., 2023; Shneiderman, 2022) in-
stead emphasise the view of AI as a tool which, although not creative in
and of itself, empowers human creativity. Boden and Edmonds (2009) use
the term computer-assisted art to describe the output of these tools because
the computer acts as an aid in the users’ creative process. This thesis is
situated within HCI and aligns most closely with these human-centred nar-
ratives.

HCI researchers have also used the term mixed-initiative systems (Deterding
et al., 2017) to describe CSTs with AIGC. This thesis does not use this term
because, although AI tools might automatically add to a creative product,
this is pre-programmed and does not demonstrate initiative in the cognitive
sense that the word connotes. Instead, the term AI-based CST is used to
be more neutral and not imply that an AI has initiative.

Casual Creators (Compton & Mateas, 2015; Compton, 2019) are a type of
AI-based CST. They emphasise using AIGC to support non-professionals’
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initial, short-term enjoyment. The user experience is similar to Costello and
Edmonds’s (2007) pleasure of creation (see Section 2.1.2). Compton and
Mateas (2015) present design patterns for Casual Creators. These patterns
include to provide instant feedback and entertaining evaluations of people’s
creations. However, the design objectives of Casual Creators are tangential
to the aim of supporting reflective interaction, emphasising fast, autotelic en-
gagement rather than thoughtful and reflective interaction. Casual Creators
also contrast human-centred AI narratives, which advocate for increased au-
tomation and control (Shneiderman, 2022); Casual Creators advocate for
using AI to automate creation and decrease control.

6.3.1 AI-based CSTs for Reflection

There is little research on AI-based CSTs that is directly focused on reflec-
tion. An exception is Kreminski and Mateas’s (2021) Reflective Creators.
Reflective Creators are a subset of Casual Creators (Compton & Mateas,
2015). They aim to elicit reflection in casual, autotelic creative experiences,
typically using AIGC. Some key design patterns for reflective creators are:
reifying intent (ask users to make their intent explicit and provide mecha-
nisms to negotiate intent), and interpretive refraction (to deliberately create
distance between the user and their creation). However, it is difficult to
show intent when creative intentions are indescribable, based on feelings or
intuitions (Kaschub & Smith, 2009; Whittall, 2011). As a subset of Casual
Creators, the premise of Reflective Creators is also not to spark reflection
per se, but to create a reflective environment.

In light of limited research on reflection in AI-based CSTs, examples of how
artists use AIGC relevant to reflection outside the music domain are briefly
introduced. Caramiaux and Fdili Alaoui (2022) found that pioneering cre-
ators of AI artworks leverage the ambiguity of AI outputs by making glitches
central to their process. This ambiguity introduced by AI can provide op-
portunities for reflection (Ford & Bryan-Kinns, 2022b; Wilson et al., 2023),
such as to reflect on surprises (Candy, 2019) in the AI output. Yurman and
Reddy (2022) used image-generating AI tools (Goodfellow et al., 2014) in
their watercolour practice, finding that they needed to reflect on their own
perspectives to assign meanings to ambiguous AIGC. Lewis (2023, 2025)
found that ChatGPT (OpenAI, 2022), when acting like an art teacher, would
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provide suggestions influencing their drawing style; this sparked their reflec-
tion on the ownership of the data used by ChatGPT. How much agency an
AI is given over a creative product is an issue commonly raised in human-AI
interaction research (Amershi et al., 2019; Boden & Edmonds, 2009; Lewis,
2023; Louie et al., 2020; Wilson et al., 2023; Xambó, 2022).

Outside of the CST field, AIGC has been used in HCI to prompt considera-
tion of different perspectives (Bentvelzen et al., 2022). Reicherts et al. (2022)
compared an AI’s text-based and voice-based design, which offers prompts to
support human-human collaboration when identifying graph trends. When
the AI was perceived as proactive (like a tutor), people were encouraged to
think for themselves. When the AI was perceived as reactive (like an assis-
tant), people let the AI “do the thinking” on their behalf. Similarly, Wagener
et al. (2023) used voice-based AI prompts to support reflection when drawing
art in virtual reality. They recommended not making prompts too specific to
retain users’ feelings of autonomy. Hubbard et al. (2021) tested AI prompts
to scaffold children’s storytelling, played as audio from their own stuffed
toy to make a personal connection. Li et al. (2023) took this further, fully
involving young girls in designing the identities of their own AI robot.

The examples of HCI research that have used AI outside of CST research
above have prompted and motivated reflection during interaction – a limi-
tation of the reflective CSTs discussed in Section 2.2.1. However, in these
examples, AIGC interrupts creative flow (Csíkszentmihályi, 1990). This is
problematic for CST interaction, especially when reflection occurs in-the-
making-moment (Candy, 2019).

6.3.2 AI-based CSTs for Music Composition

This section brings together the music and AI components from the previ-
ous sections. There is a rich history of research on how people use digital
interfaces for music making. This is exemplified by publication venues such
as the New Instruments for Musical Expression conference (Poupyrev et al.,
2001). However, human-centred research has only recently started to emerge
on how people use AIGC in music making (Jourdan & Caramiaux, 2023). AI
music research has focused mostly on modelling musical aspects (Herremans
et al., 2017; Huang et al., 2020), and most AI tools afford limited interac-
tivity (Bryan-Kinns et al., 2023). For example, generative AI systems have
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modelled actions in the composition process of connecting musical phrases
(Pati et al., 2019) and adding harmonies (Huang & Chew, 2005; Louie et al.,
2020). Below, the few examples of how AI generated music has been used in
CSTs for music making are reviewed.

Generative AI has been used in music making to generate, curate and re-
arrange its outputs (Huang et al., 2020). Huang et al. (2020) found that
teams of musicians and developers participating in the international AI song-
writing contest5 generated vast quantities of AIGC for later curation, rather
than modifying AI models. Given this, CSTs have been designed to make
curating and organising AIGC more manageable. For example, the Interac-
tive Generative Music Environment (IGME), shown in Figure 6.2, resembles
a DAW, typically used in people’s music making. IGME users can create
and manipulate MIDI using generative AI systems (Hunt, 2021; Hunt et al.,
2020). IGME helped people to ideate; however, only non-deep learning ap-
proaches were investigated (ibid). Calliope (Tchemeube et al., 2022) also
resembles a DAW, providing an interface for uploading, editing and generat-
ing MIDI material from the Multi-Track Music Machine transformer model
(Ens & Pasquier, 2020). A plugin with the same transformer model was also
developed and tested within an existing DAW (Tchemeube et al., 2023); the
user study showed that AIGC supported usability and people’s feelings of
ownership.

Figure 6.2: Interactive Generative Music Environment. Image from
Hunt et al. (2020), CC BY 4.0.

5https://www.aisongcontest.com/
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Controlled HCI studies have also investigated human-AI music composition
using Cococo. Cococo is a web editor where users can write melodies and
add an AI generated harmony part (Louie et al., 2020). The harmony can
be steered towards conventional versus surprising outputs, and major versus
minor outputs, using sliders (see Figure 6.3). Louie et al. (2020) found
that the semantic sliders helped users feel ownership over the AI output
and to express their musical intent. Louie et al. (2022) later showed that
the expressive quality of their AI model also supported users’ feelings of
ownership and their musical intent. Ownership and agency are also raised
as important aspects of composing music with AI in live coding contexts
(Wilson et al., 2023; Xambó, 2022). Furthermore, pairs composing music
with Cococo found the AIGC helped them to be playful as their critiques
were expressed towards the AI and not each other (Suh et al., 2021).

Figure 6.3: Cococo’s interface, where melodies can be augmented with
AI generated harmonies. The sliders (right) can be used to steer the AI
generated music output. Image from Louie et al. (2020), CC BY 4.0.

Several studies on AI-based music making have used FolkRNN, a neural net-
work that generates folk music. Sturm (2022) showed that curating outputs
from FolkRNN helped them express musical ideas they could not otherwise
formulate. Sturm et al. (2019) found that FolkRNN shaped their music
making as they negotiated compromises with the AI model. For example,
whilst FolkRNN’s temperature parameter was limited in how it could steer
FolkRNN’s output (all outputs were in the folk genre), it helped to generate
surprising outputs at the edges of its training data. A notable output led
one of the paper authors, Ben-Tal, to create a canonic piece, despite this
being different to their typical composing style (Sturm et al., 2019).
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Ben-Tal et al. (2021) also investigated how FolkRNN was used serendipi-
tously when hosted on an online webpage. Users tended to repeatedly listen
to FolkRNN outputs and select AIGC for their composition. Uncharacter-
istic ideas outside of the folk genre were later corrected by FolkRNN users
for use in their compositions (Ben-Tal et al., 2021). This is similar to how
Loth et al. (2023) used AIGC in the genre of progressive metal, modifying AI
outputs which were unplayable or unnatural for the guitar. It is also similar
to how musicians leverage imperfections or ambiguity as an aesthetic choice
(Dannemann et al., 2023; Hamilton, 2020).

Gioti et al. (2022) reflected on the material and mediating properties of using
AI in their music making practices. They described the need to modify
their data collection process due to an AI’s limitations. They also needed
to modify several parameters of their AI systems to control the mapping
between their controls and AI generated output. For example, they set up
ways to react in real-time to the AI generation, such as by using faders on a
mixing console.

Figure 6.4: Laetitia Sonami’s Spring Spyre. The metal springs stretched
within the circular frame are mapped to audio output using interactive
machine learning (Fails & Olsen, 2003). Image from Fiebrink and Sonami
(2020), CC BY 4.0.

The rapid (re-)training of machine learning models to map gestures to mu-
sical outputs is central to the Interactive Machine Learning approach (IML;
Fails and Olsen (2003)): training a machine learning model on a small
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amount of data based on judgments of how it performs in use. With IML,
musicians often balance the accuracy of their mappings with the ability for
mappings to create unexpected yet interesting outputs (Fiebrink et al., 2012).
For example, Fiebrink and Sonami (2020) describe modifying training data
to map metal springs (shown in Figure 6.4) to audio. Training with wide
changes in the spring led to unpredictable outputs. Other systems use the
ambiguity of the mapping between gestures and AI output. For example,
Murray-Browne and Tigas (2021) mapped dancers’ movement to areas of a
latent space to generate music (see Section 6.2).

6.4 Summary of Literature Critiques

This chapter shows that there is little to no research on AI-based CSTs
which directly address reflection, aside from a notable exception (Kreminski
& Mateas, 2021). No studies have systematically evaluated reflection in the
AI-based music composition domain. The section concludes the chapter with
a summary of the literature critiques.

Music composition processes vary by genre (Biasutti, 2012; McAdams, 2004;
McLean & Wiggins, 2010) and by the tools composers use (Sloboda, 1985;
Webster, 2002; Younker, 2000). Although models of the composition pro-
cess define broad stages, none indicate the types of reflection that occur
within them. For example, preparation stages appear to include moments
of reflection-for-action (Candy, 2019), yet this has not been systematically
evaluated. This identifies a need to identify which types of reflection occur
at different stages of the music composition process.

The use of AIGC further complicates the need to understand reflection across
the stages of music composition. AI music systems have unique affordances
that shape which types of reflection occur. For instance, rule-based systems
and Markov chains (Carnovalini & Rodà, 2020) are interpretable, afford-
ing reflection on an AI’s inner workings. However, more sophisticated deep
learning systems (Briot et al., 2017) are challenging to understand, limiting
reflection to their outputs rather than their inner workings. VAEs present
new opportunities for reflection by mapping user gestures to compressed la-
tent representations of musical data, such as movement (Murray-Browne &
Tigas, 2021) or sliders (Louie et al., 2020). This ambiguity could present op-
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portunities for reflection (Gaver et al., 2003), but further research is required
to demonstrate this.

Existing HCI studies of the use of AIGC in creative practice, including for
music, tend to focus on broad perceptions of AI, rather than specific types
of reflection in CST interaction. There is emphasis on issues such as how
much agency an AI has over a person’s work (Amershi et al., 2019; Lewis,
2023; Louie et al., 2020; Wilson et al., 2021; Xambó, 2022), or how much
people compromise on their existing creative process when using AIGC (Ben-
Tal et al., 2021; Fiebrink & Sonami, 2020; Gioti et al., 2022; Sturm et al.,
2019). Further work is needed to understand how these concerns characterise
reflection during composition.

Some AI tools outside the CST field have shown potential for reflection sup-
port. For example, AI tools have prompted users to motivate their reflection
during interaction (Hubbard et al., 2021; Li et al., 2023; Reicherts et al.,
2022; Wagener et al., 2023). However, AI that interrupts users may disrupt
flow states (Csíkszentmihályi, 1990). This demonstrates a need for investi-
gations on the distinction between reflection and engagement for AI-based
CST contexts.

Overall, few AI-based CSTs have directly assessed reflection, and none have
systematically evaluated reflection in the context of music composition. There
is an opportunity to directly investigate how people reflect when using AIGC
in music composition. The following chapter thus presents a mixed-methods
user study, including use of RiCEv2, to evaluate reflection across different
AI-based CSTs.
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Chapter 7

Artist-Researchers’ First-person Reflections
in AI-based Music Composition

The previous chapter showed that there are few studies on how people reflect
using AI Generated Content (AIGC) in Creativity Support Tools (CSTs),
and none systematically evaluating reflection in the music composition con-
text. This chapter thus investigates the plurality of ways in which people re-
flect in AI-based music composition. It presents a collection of six first-person
reflective accounts from artist-researchers on their experience of composing
a piece of music, each using a different AI tool. The subjective accounts are
combined with interviews and subjected to a Thematic Analysis (Braun &
Clarke, 2006) to identify common reflection patterns. RiCEv2 questionnaire
measures collected throughout each artist-researcher’s composition process
are also collected and analysed in the following chapter. This leads to the
first systematic evaluation of reflection in AI-based music composition.

This chapter is structured as follows. The novel study method is introduced
in Section 7.1 followed by its findings in Section 7.2. A discussion of the
findings within the context of related literature closes the chapter (Section
8.3).

7.1 Method

Qualitative and quantitative data were collected to showcase individual in-
sights and identify commonalities in AI-based music composition. The study
was inspired by ethnographic approaches (Benford et al., 2013; Chamberlain
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et al., 2012; Millen, 2000) to evaluate a range of composition practices in
their usual locations of happening (see Section 2.3.1.3), such as in the home
(Benford et al., 2013; Wilson et al., 2023). The methodological novelty is
to purposefully ask the composers to pause and reflect back on their music
making, documenting their thoughts using a reflection board (see Section
7.1.4.2).

The study was approved by the Queen Mary University of London ethics
committee. Participants provided written consent and were reimbursed with
a £100 (GBP) voucher, following pricing in the range of the UK Musi-
cians’ Union’s rates for commissioning 1 minute of music for media1. Each
participant was acknowledged as a co-author for a publication about this
work.

7.1.1 Participants

To recruit participants, e-mails were sent to research groups in the UK with
interests in music and AI. This group was chosen to target participants
with the technical skills to use state-of-the-art AIGC in a music practice
and academic writing skills for the first-person accounts. The criteria for
participation were to be a PhD student, have developed a way of integrating
AI in music making, and be eighteen or older. The participants are thus
composers and artist-researchers (Sturdee et al., 2021). Their perspective is
unique in that they think about AI music in their everyday work life.

Seven composers were recruited in total. Two collaborated on a single com-
position as a band. The choice was made to include the band to be able
to give insights into an example of collaborative music making. The partic-
ipants’ characteristics are shown in Table 7.1, drawn from a questionnaire
which included the MSI (Müllensiefen et al., 2014) to assess musical exper-
tise and SRIS (Grant et al., 2002) to assess their capacity for self-reflection.
For the MSI scores (Mean = 110.1, Med = 112, SD=8.6), all participants
are above the UK average (86). For the SRIS scores (Mean = 5.1, Med =
5.3, SD = 0.4), 6 out of 7 participants scored higher than the CSTs users
from Chapter 3 (4.5); P1 is close to this average, scoring 4.3. Further details
are introduced throughout Section 7.2.1 for context.

1https://musiciansunion.org.uk/working-performing/composing-and-songwriting/
commissioned-work/media-commissions
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7.1.2 AI Tools

Each music composition in this study was made with a different AI tool.
The participants self-selected the AI tool and decided how to integrate it
into their workflow. A deliberate choice was made to study AI tools from
the research community instead of commercial work to consider the emerging
state-of-the-art (no participants chose to use commercial AI tools). The AI
tools were considered sufficient for use if they had been used in music making
previously (as evidenced by showing previous examples of their own or others’
compositions with the AI tool) or published at an academic conference. All
participants selected AI tools they had used at least once before to make
music.

Three AI model architectures were present in the selected tools. As described
in Section 6.2, these were Markov Chains, Transformers, and Variational
Auto-Encoders (VAEs). The AI tools selected are summarised in Table 7.2,
with screenshots in Figure 7.1. For context, further details on each tool are
given before each first-person account in Section 7.2.1.

7.1.3 Procedure

Participants were asked to freely write a music composition with a minimum
length of one minute in their chosen genre, using their chosen AI. They
were asked to complete four sets of one-hour composition sessions, pausing
to reflect on their composition after every hour (in pilot tests, four hours
was sufficient for a full composition cycle from ideation to completion for
one minute of composed music). Coincidentally, all participants requested
to complete the sessions within one day to balance with their other time
commitments.

The study was completed remotely to allow participants to be located in
typical environments for their music making (Benford et al., 2013; Wilson
et al., 2023). The choice to create moments for the composers to pause and
reflect every hour, instead of composers self-selecting moments to reflect,
was to ensure that sufficient data was captured on people’s reflection, whilst
being mindful of time constraints. This contrasts methods for CST studies
on qualities such as feelings of flow states (Csíkszentmihályi, 1990), where
interruptions would pose a confounding variable. Here, interruptions are
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used to scaffold reflection and moments of engagement are not a focus of the
study.

The steps of the procedure are as follows:

1. Pre-task Questionnaire: Participant completes the pre-test ques-
tionnaire (10 minutes, see Section 7.1.1).

2. Task: Participant composes with their chosen AI whilst recording their
computer screen for 60 minutes.

3. Pause: The researcher notifies the participant that the 1 hour session
is finished.

4. Questionnaire: The participant completes the RiCEv2 questionnaire
for the recent session (see Section 7.1.4.1).

5. Reflection Board: The participant completes a reflection board for
30 minutes (see Section 7.1.4.2).

6. Interview: The participant and researcher meet for a semi-structured
interview online for 10 minutes (see Section 7.1.4.3).

7. Repeat: Steps 2 through 6 are repeated until 4 sessions are completed.

7.1.4 Data Collection

A mixed methods approach was used as per the thesis methodological ap-
proach (see Section 1.4). Several data sources were collected after each one
hour music making session, including: reflection questionnaires, reflection
boards and interview data. A first-person account from composers was
collected after all sessions were completed. The rationale for this was to
interpret the questionnaire measures within the richer context of partici-
pants’ reflections through triangulation of the quantitative and qualitative
data.

7.1.4.1 Reflection Questionnaire

To identify possible patterns in reflection throughout the composition pro-
cesses, metrics were gathered from RiCEv2 (see Table 5.2). To recap, aver-
ages from these statements are calculated for: reflection-on-current-process,
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reflection-on-self, reflection-through-experimentation and a total RiCEv2 score.
These are analysed in Chapter 8.

7.1.4.2 Reflection Boards

Participants were given a template for the online collaborative whiteboard
Miro2 (see Figure 7.2). The template posed questions at the top of a set of
columns based on the three factors of RiCEv2 to prompt and organise the
participants’ thinking. Participants were instructed as follows:

“Add 6 to 10 screenshots from your video recording into Miro
that best represent your creative process in the session. Organise
them in chronological order in the leftmost column. Then, use
the post-it note feature (press ‘N’) to document your reflections
and thoughts during your composition process. Use the questions
at the top of each column to prompt and organise your thinking.
I’d expect to see near 10+ post-it notes. This should not take
long, at most 30 minutes.”

Participants were asked to document screenshots in chronological order (from
top to bottom) in the leftmost column to show how the composition unfolds,
as inspired by studies on the composition process (Collins, 2007; Folkestad
et al., 1998). Screenshots were used as they offer insights into the partic-
ipants’ personal decisions at specific points in time (Gamboa et al., 2023).
Then, using the post-it note feature, participants were asked to document
their reflections and thoughts on their composition process, using the guiding
questions at the top of each column. The reflection boards were used instead
of other retrospective protocols (Candy et al., 2006) such as video-cued re-
call, so that the composers could be self-sufficient in their documentation
and quickly refer to the data later for their first-person accounts.

7.1.4.3 Interview

A short interview was undertaken in which participants were asked to talk
through what they did in the preceding hour, and then talk through the
reflections in Miro. The approach was semi-structured to give the researcher
opportunities to probe unexpected lines of discussion. The questions are

2https://miro.com/
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Reflection on 
Process: 
“Did you re-examine 
what you’d learnt and 
find alternative ways of 
doing things?

Reflection through 
Experimentation: 
“Did you iteratively 
generate and test ideas, 
or make comparisons in 
the system?”

Reflection on Self: 
“Did you learn anything 
about yourself from 
the experience on 
reflect on something 
personally meaningful 
to you?

Other: 
Any other reflections?

This part of the 
experiment was 

mostly cleaning up 
sections, adding a 
nicer ending and 

tidying up mistakes 
from the AI 

performance not 
noticed earlier.

Examples 
included 

moving some of 
the staccato 
notes so they 
don’t overlap

I manually 
humanised a new 

final chord to end on 
a perfect cadence, 

but then tried it 
through the AI as

well, but they were
identical

Changed 
some note 
lengths to 

make it 
sound nicer

dropped the 
track into 

audacity to add 
a fade to start 
and end using 

custom macros

I tried adding 
some 

ambience to 
the files (sub-

bass etc) but it 
wasn’t needed

I generated some 
new 

performances of 
a single extra 

chord and 
compared human 

and ai outputs

Compared my 
thoughts to the 

previous session 
and felt less 

excited but still 
positive about AI 

impact.

Used a closer look 
to analyse the AI’s 
performance from 

earlier and 
spotted mistakes 

that have been 
fixed.

That if I get excited 
by the AI output I 

don’t notice small 
mistakes (and the 

DAW’s performance 
can cover for them.

Figure 7.2: An example reflection board from the last session completed
by P7.
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shown in Table 7.3. The aim was to elicit descriptive accounts of the partic-
ipants’ experience and to clarify the participants’ reflections in Miro. This
justifies that the questions used in the interview were the most open-ended,
compared to the later studies in this thesis. The interviews also served as
a contingency in case the participants could not complete their first-person
accounts.

Table 7.3: Interview questions used alongside the reflection board pro-
cess in the artist-researcher user study.

Composition Session Questions
- Talk me through your composition process and what you did in the session.
- Talk me through the reflections that you have written in Miro.
- Was there anything that stood out as very important or very surprising?
- If you had to summarise what you just did in your composition session in
one word, what would it be?

7.1.4.4 First-person Account

After all sessions were completed, participants wrote an 800-1000 word first-
person account with the following instructions:

“Write an account of how you composed with your chosen AI
and what you reflected upon, looking over your Miro boards. We
only expect first-draft quality. Please include all the key points
you would like to talk about that you think are important, using
your own voice.”

7.1.5 Data Analysis Method

The reflection boards, interview transcripts, and first drafts of the first-
person accounts were collated into one document to consider the variation
of data together (Millen, 2000). The transcription was conducted using au-
tomatic captioning, and then correcting errors manually (the author reads
the transcript over several passes whilst listening to recordings). The tran-
scripts are at the level of detail that allows researchers to understand the
discussions from the text alone, for example, by annotating non-verbal com-
munications in brackets. The transcripts are not to the level of detail for con-
versation analysis (Hepburn & Bolden, 2012), for example, including umms
and errs.
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An inductive thematic analysis (Braun & Clarke, 2006; Braun & Clarke,
2019) approach was performed on the collated data. Thematic analysis was
selected because it produces a good level of descriptive detail whilst being
manageable by an individual researcher (Bryan-Kinns et al., 2018). Specifi-
cally, the reflexive thematic analysis approach (Braun & Clarke, 2019) was
followed: the author does not take a passive role in the analysis, instead
generating themes by reading the data through their own experience and
knowledge of underlying theories. Themes do not emerge from this analysis
approach, but the researcher actively co-constructs the themes with the data
(Braun & Clarke, 2019, 2021). An inductive reflexive thematic analysis is
used instead of applying a pre-existing coding scheme to identify unantici-
pated findings, which are likely given the open-ended study task used.

The thematic analysis approach moves back and forth between the steps
of: familiarisation (the researcher reads through the transcripts with audio
over several passes, immersing themselves in the data, and jotting initial
thoughts); coding (identifying and labelling key moments of interest); refin-
ing codes (revisiting the codes and identifying patterns across codes or poten-
tial deeper insights); themes (clustering the codes by their shared meaning
and underpinning concepts); theme fit (revisiting and verifying codes against
the theme definitions). The rigour and consistency of the thematic analysis
were verified through regular team meetings and by comparing the codes
against the thesis’s research questions.

7.2 Findings

The following subsections report summaries of the first-person accounts and
the thematic analysis findings. These are included for each participant to
report their personal and nuanced perspective (Ellis et al., 2011; Fdili Alaoui,
2023). The full-length first-person accounts are in the appendix.

7.2.1 Summary of First-person Accounts

For each first-person account below, a reminder of each composer’s expertise
and details on their chosen AI tool are given. The first-person accounts are
then presented, edited to best relate to the thesis research questions. Readers
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are invited to listen to each music composition online3.

7.2.1.1 P1: Ash

Ash composes music with a glitch aesthetic, recording improvisations with
interfaces they create using the visual programming language Max4. They
chose the VAE model named RAVE (Caillon & Esling, 2021) (see Figure
7.1a). RAVE can take an audio clip as input and change its timbre. For
example, a recording of a person singing can be transformed to sound like
a trumpet following the same melody. RAVE can generate high-quality
48kHz audio signals and be used with a standard laptop’s central processing
unit (Caillon & Esling, 2021). RAVE can also be controlled by varying
values of the latent space in its VAE architecture and feeding this into its
decoder.

“Typically, I like to get output as soon as possible, but I was sur-
prised by how little I initially got from RAVE. The 8-dimensional
input of RAVE and its non-deterministic output made me re-
evaluate the structure of my typical process. I considered ideas
from John Croft (2007), such as what layer of abstraction (or the
level of complexity) I wanted.

Through various signal processing techniques, I ended up with
a way to control both RAVE and a non-AI FM synth. This al-
lowed me to negotiate between the AI and non-AI sounds, where
you can decide which to dominate whilst improvising. The com-
bination of predictable and unpredictable, semantic and black
box, brings a similar level of expectation with pleasant surprise
as I had experienced being in jazz ensembles. However, I still
couldn’t think of my composition in a deterministic way, like in
FM synthesis where you have a good idea of what will happen
when a parameter is changed (see Stria by Chowning (1977)). I
can’t control the model and know what it’s doing, so I handed
off control to the AI.”

3https://codetta.codes/reflection-across-AI-music/
4https://cycling74.com/products/max
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7.2.1.2 P2: Sara

Sara is a media composer with experience working for video game companies,
mainly writing orchestral music. Their chosen AI Mark of Markov (MoM;
see Figure 7.1d) uses Markov Chains to output notes and chords that switch
between modes (scales offering different musical moods) based on various
probabilities5. Each chord output is a bar in length. On compiling MoM,
its output is synthesised in real-time and recorded as MIDI.

“The initial material generated by MoM was boring – too quan-
tised and not human at all. Because MoM spits out MIDI based
on its previous music, I couldn’t copy and paste parts from the
melody and stitch them together, because there is a chance the
chords could be in a different key.

I felt really bad changing the stuff MoM created – I wanted
to use all of it so it did not go to waste. I thought that if I
kept changing the system output, was I really using it to its full
potential? Was I just taking over?

Whilst composing, it was interesting that I kept making com-
parisons to a composition I previously wrote using MoM, which I
was really proud of. I also would compare myself to people such
as John Williams6, and think, “well if I am going for a similar
style to his, I cannot even get close to the quality of his composi-
tions”. This can get very demoralising and add a lot of pressure.
I found taking small chunks of the output and trying to make
them work together helped to take off the pressure.”

7.2.1.3 P3 and P4: HEL9000

Jack (P3) and Pedro (P4) create progressive metal music using AI, as the
band HEL90007. They chose ProgGP (Loth et al., 2023), a transformer
model (Dai et al., 2019) trained on the DadaGP dataset (Sarmento et al.,
2021) – a dataset of 26,000 rock and metal guitar tablatures8 – and fine-
tuned further on a set of progressive metal guitar tablatures. The notation

5MoM is described at: https://saracardinalemusic.com/project/mark-of-markov/
6https://www.imdb.com/name/nm0002354/
7https://twitter.com/HEL9000ismetal
8Guitar tablatures are a music notation system designed specifically for guitarists.
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software Guitar Pro9 is used by HEL9000 to write guitar tablatures, which
are converted to text and fed as a prompt to ProgGP in a Google Colab
notebook10 to generate continuations of rock and metal songs (Sarmento
et al., 2023) (see Figure 7.1e). Notably, outputs contain not only guitar
sections, but also bass and drums alongside the guitar, and are converted to
MIDI to be added to music software for editing.

“The interaction with ProgGP was mostly dictated by an initial
need for isolated riffs, or musical ideas, that could be put together
to form a full song. The process started with Jack experimenting
on guitar to compose a riff.

After Pedro notated the initial riff into tabulature manually,
we input the riff to our AI. We divided our workflow: Pedro
took care of filtering continuations and feeding them back into
the model to get variations; Jack started recording the initial riff
on guitar to the computer, and adding drums and bass digitally.
After Pedro filtered ideas, we both listened to the AI outputs
together and curated a few riffs we felt could be put together
coherently.

We then focused on recording these ideas. To enrich the song,
we added extra layers using samples or new lead guitar parts.
One particular AI output had a distinctive drum beat generated
alongside the guitar riff, which prompted us to explore samples
that we wouldn’t usually use for [the band’s] music. Another
section made us reflect on The Ocean’s11 aesthetics, prompting
us to include a marimba and glockenspiel over a lead guitar part.
Inspired by Periphery12, we added a piano mimicking the melodic
line of the guitar.”

7.2.1.4 P5: Lizzie

Lizzie creates experimental electronic dance music as a live coder, where
code is executed in real-time to produce sound and music. They use the
domain-specific programming language Tidal Cycles (McLean & Wiggins,

9https://www.guitar-pro.com/
10https://colab.research.google.com/
11https://www.theoceancollective.com/
12https://periphery.net/

133



2010), an extension of the functional programming language Haskell. Their
chosen AI, Tidal-Fuzz, is a Markovian agent that outputs code sequences by
randomly walking through and choosing Tidal Cycles functions that form
musical patterns (Wilson et al., 2021). These are integrated into the user
interface as suggestions to add to the music code cf. GitHub Co-Pilot. The
code produced by Tidal-Fuzz uses Haskell’s strict type system to ensure code
is syntactically correct and executable.

“Where patterns were solely created by the human, some reflec-
tion came through errors made. For example, at one point, I was
looking for a specific sample and typed the wrong number, which
prompted me to explore a sample that I might’ve not considered.

With patterns solely created by Tidal-Fuzz, reflection mate-
rialised in a few separate ways. Firstly, the agent’s patterns were
evaluated against my aesthetic preferences. A lot of reflection
occurred around evaluating whether these matched my aesthetic
preferences. I had an internal aesthetic function in mind to try
to express a specific affective state, which I tested against the
AI’s aesthetic function to see how they matched.

In understanding the affective states driving my internal aes-
thetic evaluation function, through considered, deep listening
(see Oliveros (2005)), I also was forming understandings of myself
in relation to the music.”

7.2.1.5 P6: Lewis

Lewis is a composer and performer, including in the band Julia Set13. They
typically create experimental computer music and contemporary classical.
They chose the neural resonator plugin (Diaz, 2024) (see Figure 7.1b), which
uses neural networks to predict coefficients for a resonant filter bank (Diaz
et al., 2022). An audio or MIDI excitation is input to the plugin and used to
trigger feedback, propagating throughout the filter bank to synthesise differ-
ent drum sounds. Moving parameters on the plugin’s interface changes the
shape of the drum (that is, it modifies the filter bank coefficients). A button
is also provided which randomly chooses a set of parameter values.

“As much as I was familiar with the Neural Resonator already,
13https://juliaset.bandcamp.com/
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I was not able to clearly audiate (meaning to imagine sounds
mentally) its product – a familiar challenge I’ve tackled in my
compositional work. This brings forth differences between my
mentality as a composer (how do my actions affect my future
self and what is my creative idea) and as an improviser (how
do my actions affect my present self and what is the performed
idea/instinct). I spent the second composition session generating
material by improvising with the AI, using instinct. This enabled
me to generate a large amount of material, creating many threads
of ideas from which to develop a composition.

In the third composition session, my mentality shifted away
from the instinctual and towards the considered. My creative
decisions were no longer influenced by the AI, but were instead
imposing themselves onto the material it had just generated.

My creative ideas [arose most easily] through listening/interpreting
than conceiving/enacting. I could form an expression of the self
through my previous instinctual responses and explorations.”

7.2.1.6 P7: Kyle

Kyle is a media composer specialising in game audio. They chose the AI,
CFEP (Worrall et al., 2022), which transforms MIDI recordings to sound
more human and expressive, based only on the musical features of pitch and
note timing; this supports expressiveness when richer musical data is not
available (Worrall et al., 2022). It combines transformer models trained on
piano datasets to predict the velocity, timing and tempo for input MIDI
files, outputting more human sounding adjustments of the input music (see
Figure 7.1c).

“I couldn’t use CFEP without having written initial material. It
was interesting how the AI coloured my initial choices. I call this
a butterfly effect, where CFEP’s design had unexpected knock-
on impacts on my creative workflow. The first butterfly effect
was in choosing piano – although common to my chosen genre,
I also chose the instrument knowing that CFEP is trained on a
piano dataset, so it would perform well on this type of data.

In session two, I began to experience the AI as a pseudo-

135



co-producer, in the sense that the inclusion of it in the project
influenced decisions that you make creatively. For example, I
added staccato piano notes and drums. However, I eventually
disregarded these ideas because, in addition the vibe/feeling of
the music not being correct, I knew CFEP would ultimately not
work well on drums.

Surprisingly, I thought that the AI output was good enough
that I felt moved. I really did not expect to be moved by the
piece and I do not know why I found this quite moving.”

7.2.2 Thematic Analysis Findings

Six themes were generated from the thematic analysis of the participants’
first-person accounts and interviews, described below.

7.2.2.1 Theme 1: Reflection on Past Instincts

P1 and P6 curated AIGC by reflecting “in the moment” (P6) and using their
instincts. They created environments where they could listen to AIGC in
real-time – in a way that was more “improvisatory” (P6) and “instinctual”
(P6), to “try a bunch of stuff” (P1). P6 found this “felt quite familiar” to how
they would improvise in their music practice. P1 said the process reminded
them of their time playing in jazz ensembles.

Furthermore, P6 described this process as deliberate: they split their process
into choosing material based on their instinct in Session 2 and then reflected
on their past decisions when organising this material in Session 3. Indeed,
noted P6 reflecting on their future self in their first-person account.

P5 also describes reflection-on-self when curating material by listening in
real-time and live coding. They said they were “forming understandings
of [themselves] in relation to the music” (P5), and reflected on how AIGC
matched their aesthetic: “the things that [the AI] was producing weren’t
necessarily in my aesthetic, so then it was a case of refining what it was that
I actually wanted” (P5).
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7.2.2.2 Theme 2: Reflection on Direction and Surprises

All the composers reflected on the direction in which to take their music.
For example, P5 found the AI “pushes me in different directions or gets me
thinking about doing things in a different way that I haven’t thought about
myself”. The direction for a piece was also considered through reflection-on-
surprises, both from the AI and other aspects of composers’ workflows. For
example, P1 found their AI “really worked as a surprise prompt”, helping
them to continue “taking risks and experimenting”. P5 tested a cowbell
sample they usually would not use in their practice, noting that “this surprise
moment was[...] crucial for building [their music]”.

7.2.2.3 Theme 3: Reflection for AI

P1 and P7 reflected on how their current actions would integrate with their
chosen AI tool. P7 described their AI as a producer – musical material fed
to the AI would either work or not work. P1 explained that, similar to when
you compose for performers and shape your composition to what people can
physically play on their instruments, you shape your composition to the AI
and its affordances – “you have to take into consideration things like what
people can physically play[...] so they kind of shape your composition because
of the limitations[...] I think it’s quite similar [with AI]” (P1). P7 went so far
as to describe this as a butterfly effect, where their compositional decisions
were limited to those that would work well from the start with their chosen
AI.

7.2.2.4 Theme 4: Reflection on Feelings

P2 and P7 reflected on their feelings of using the AI in their practice. P2
felt bad about changing outputs from their AI system. They described self-
awareness and feelings of impostor syndrome, such as when comparing them-
selves against the famous composer John Williams in their first-person ac-
count. A different emotional response was from P7, where their chosen AI,
CFEP, transformed their music to sound more humanistic, and they were
“surprisingly moved” that the AI could play their music in a way they felt
they could not.
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7.2.2.5 Theme 5: Reflection on Influences

The first-person accounts identified several inspirations that the composers
reflected on to inform their creative practice. There were references to litera-
ture from musicians and philosophers such as Croft (2007), Chowning (1977),
Oliveros (2005) and Periphery (see P3 and P4’s first-person account).

It was possible to trace the musicians’ creative influences to ideas imple-
mented into their practice. For example, P1’s negotiation between AI and
non-AI mirrors Croft’s (2007) philosophising on levels of control to afford in
musical improvisations. P1 also cited Chowning (1977) to give an analogy
to how the unpredictability of AI outputs was different to music making
without AI: “I[...] couldn’t think of my composition in a deterministic way,
like in FM synthesis”.

P3 and P4’s choice of instruments was based on the influence of different
bands, such as piano inspired by Periphery, and marimba and glockenspiel
inspired by the Ocean. P5’s reference to Oliveros’s (2005) concept of deep
listening gave insights into their understanding of how they reflect when
evaluating their music, such as by reflecting on their “affective state” and
“aesthetics”. This relates to their reflection-on-self: “I[...] was forming un-
derstandings of myself” (P5).

7.2.2.6 Theme 6: Reflection on Technical Challenges

The composers reflected on challenges in integrating their chosen AI into
their workflow. P1, P3, P4, and P7 mentioned the need to format data to
move between their instruments and the AI inputs and outputs. For example,
P3 and P4 needed to notate ideas they had developed on their guitars by
“tap[ping] it out manually” (P3) and then converting the notation into a
symbolic format, before being able to feed their data to their AI.

P1, P2 and P6 used templates with the AI already within their composition
software to avoid complex setup. For example, P2 “opened the old projects
where I knew that the output of the code was strictly going straight to Logic
to record, because otherwise I would have to change inputs and outputs, and
I don’t remember how to do it.”

P1 thought their AI was unimpressive to start with and spent lots of time
tinkering before getting interesting results – in turn worrying about “sunk
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costs” where you waste “loads of time into making the system work.” P2,
P6 and P7 tweaked their code whilst music making – for example, P7 had
“a little section in the middle where I edited some code [...] to change the
variable name to the file name”.

7.3 Discussion

Table 7.4: Summary of Chapter 7’s main findings.

Main Finding Location

Composers used AI in ways that were familiar to them to sup-
port their reflection. For example, composers would select AIGC
whilst listening in real-time, to be closer to their improvisation
practice.

§7.2.2.1

Reflection is characterised in AI-based music composition as in-
cluding moments of reflecting on your future self, when listening
to AIGC being generated in real-time.

§7.2.2.1

Reflection is characterised in AI-based music composition as in-
cluding moments of self-reflection when organising AIGC, such
as whether the AIGC fits an artist’s aesthetic.

§7.2.2.1

Reflection is characterised in AI-based music composition as in-
cluding moments of reflecting on the limitations of an AI and
tweaking musical material to fit. For example, deciding to input
piano melodies instead of drums for an AI trained on piano data.

§7.2.2.3

This chapter shows a collection of first-person accounts demonstrating the
plurality in people’s reflection across different AI-based music composition
practices. Six music compositions were written by artist-researchers integrat-
ing a unique AI tool of their choice into their typical music making practice.
Common themes were shown through a thematic analysis of these accounts
and interviews conducted throughout the composition process. The main
findings are summarised in Table 7.4. The findings are discussed in con-
text with related literature below, followed by a discussion of the study’s
limitations.

The first-person accounts enabled investigation into various individualistic
reflections on AI-based music composition. For example, P7’s chosen AI,
CFEP (Worrall et al., 2022), uniquely gave an example of an AI which
required musical material to be written beforehand.
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P3 and P4 offer unique insights as an example of collaborative practice.
It was observed that they split tasks to effectively navigate the co-creative
AI process (Huang et al., 2020; Muller et al., 2020). P4 initially generated
ideas, whilst P3 prepared the music software cf. reflection-for-action (Candy,
2019). It is notable that they completed the curating of AIGC together. This
emphasises the importance of selecting AI outputs, as this had significance
to both band members. It also demonstrates how P3 and P4’s composition
process was adapted to be more familiar to them, mimicking how rock bands
make music without AI by jamming (Biasutti, 2012). This also mirrors how
Yurman and Reddy (2022) assigned meaning to AIGC in their art making
context.

P2 was unique because their AI tool, MoM, did not require input and only
output music to their software. This informed their comments that compos-
ing with smaller chunks of AIGC was easier. For P2, editing the recording
to curate different ideas was necessary to identify interesting motifs. This
approach was also more familiar to them, as common in film music making
practices (McAdams, 2004).

Whilst P2 does not mention challenges presented by tools that require input,
others found they had to adapt their practice to input material appropriate
for their chosen AI in Theme 3 (Reflection for AI). For example, P7 avoided
writing material for drums as CFEP was trained on a dataset of piano music.
They thus thought CFEP would not perform well on melodic data. This
demonstrates how the AI shaped their musical practice, corroborating how
Gioti et al. (2022) and Sturm et al. (2019) negotiated with AI in their music
making practices.

A notable finding from Theme 4 (Reflection on Feelings) related to two par-
ticipants’ unique emotional responses to the AI. P2 suggested that their AI
helped them overcome impostor syndrome by providing material to extend.
A different emotional response was from P7, who notes that their AI played
music at a higher standard than themselves, helping them realise their music
beyond their abilities. This corroborates Sturm (2022), who found their AI
helped them to express ideas they felt they could not yet realise.
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7.3.1 Limitations

The first-person accounts offer insights into AI-based music composition, but
include many variations – from participant background, to the tools used,
to the compositional techniques, and different genres. The findings do not
generalise. However, they successfully capture qualities of a plurality of the
artist-researchers’ (Sturdee et al., 2021) real-world practice – specifically,
for the few UK PhD researchers recruited. The approach of first-person
accounts also suits making practices where a heterogeneity of different tools
is the norm. For example, there is a range of tools within the live coding
community (Aaron & Blackwell, 2013; McLean & Wiggins, 2010; Wilson
et al., 2021). Future work can refine the findings further by focusing on
different groupings of tools, for example, examining only the timbre-focused
tools used, such as RAVE (Caillon & Esling, 2021) and neural resonator
(Diaz, 2024).

The thematic analysis grouped the data to find commonalities, thus miss-
ing nuances on the differences exposed in the first-person accounts. Future
work could adopt analysis techniques which embrace individualistic differ-
ences in perspectives. For example, a diffractive analysis approach (Morri-
son & McPherson, 2024; Nordmoen & McPherson, 2022; Rajcic et al., 2024;
Robson et al., 2024) would allow for a deeper investigation of participants’
musical practices, giving space to identify the entanglement between their
similarities and differences in background, motivation and interaction styles.
On the other hand, thematic analysis is a repeatable, systematic approach
that supports the reproducibility of the findings.

Without conducting the interviews, participants could have completed the
study at any time without the researcher needing to be present. In this case,
participants could choose which moments to pause and reflect on whilst
composing. This would have been more conducive to investigating aspects
of creative user experiences, where interruptions pose a confounding variable
such as flow states (Csíkszentmihályi, 1990). On the other hand, the struc-
tured approach to the music making activity used in this chapter meant that
the collected data captured unique perspectives from artist-researchers with
limited time for creative activities (Sturdee et al., 2021). The interviews also
acted as a useful contingency in case participants could not complete their
first-person accounts.
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The study’s method contrasts other methods such as diary studies (Botella
et al., 2019; Dalsgaard & Halskov, 2012) or autoethnography (Lewis, 2023;
Lucero, 2018; Noel-Hirst & Bryan-Kinns, 2023; Spiel, 2021). With these
approaches, more commitment is typically required from participants. Diary
studies also tend only to capture immediate thoughts. The reflection board
method required participants to synthesise their thinking into first-person
accounts retrospectively. This gave space for them to articulate their findings
(Edmonds, 2022).

Future research could refine the reflection board technique by applying more
time-deepening strategies (Millen, 2000). Nonetheless, collecting and com-
paring a range of first-person perspectives was helpful. It successfully cap-
tured multiple personal insights in a systematic way. This complements
research using more common HCI methods (Nicholas et al., 2022).

7.4 Conclusion

This chapter showed how composers reflect across a range of AI music tools
and composition approaches. Artist-researchers were recruited with music
and AI skills and tasked with composing a piece of music using an AI tool
of their choice. The chapter contributes six first-person accounts from their
practice, gathered through a novel data collection approach using reflection
boards, where participants were asked to pause and reflect back on screen-
shots of their composing after every hour. The first-person accounts offer rich
descriptions of a plurality of AI-based music composition practices, which
could inform others’ AI music making. The following chapter analyses the
RiCEv2 measures captured throughout this study to systematically show dif-
ferent characterisations of how reflection occurs across the artist-researchers’
AI-based music composition.
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Chapter 8

RiCEv2 Analysis of Artist-Researchers’ AI-
based Music Composition

The previous chapter showed that there is a plurality of ways that com-
posers reflect across a range of AI music tools and composition approaches.
To remind the reader, six artist-researchers were asked to pause and re-
flect after each hour of their composition process and write first-person ac-
counts on their experience. This chapter analyses the Reflection in Creative
Experience Version 2 (RiCEv2) measures collected after each hour of each
composer’s composition process. It shows that reflection is characterised by
temporal patterns in the Artifical Intelligence (AI)-based music composition
process.

The chapter is organised as follows. Section 8.1 describes the analysis ap-
proach for the RiCEv2 data. The findings are presented in Section 8.2,
followed by a discussion of the findings in context with the previous chapter
and related literature in Section 8.3.

8.1 Data Analysis Method

Descriptive statistics and visualisations are used to analyse the RiCEv2 mea-
sures across the participants’ composition processes. More advanced mod-
elling is not conducted given the small sample of seven artist-researchers.

The descriptive statistics provide a summary of the features of a sample
(Müller et al., 2014). This includes measures of central tendency (mean
and median). For context, these are compared to RiCEv2 scores calculated
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from the data collected for CSTs in Chapter 3. This provides a point of
comparison for interpreting the RiCEv2 scores.

To characterise temporal patterns in reflection, visualisations are presented
(Dix, 2020, pg. 124). They show the RiCEv2 scores changing over time by
plotting the scores on the y-axis against time on the x-axis. Distinct shapes
and colours are used to identify each participant. The benefit of visualising
each individual is that characterisations of reflection can be identified within
the heterogeneous data.

8.2 Findings

This section first presents the visualisations of the RiCEv2 measures across
the composition process. This is followed by comparing this study’s RiCEv2
scores and RiCEv2 scores calculated from the Chapter 3 data.

8.2.1 Visualisations

Figures 8.1 through 8.3 show plots for the three RiCEv2 metrics retrospec-
tively reported by the participants after each hour of composing: reflection-
on-process (Figure 8.1), reflection-on-self (Figure 8.2) and reflection-through-
experimentation (Figure 8.3). To illustrate the changes in reflection over
time, a plot of curved mean average trend lines for subsets of participants
is visualised in Figure 8.1 and Figure 8.2. A linear trend line is plotted in
Figure 8.3. The trends are based on patterns observed by the researcher
across participants’ RiCEv2 scores.

For reflection-on-process (Figure 8.1), P1, P3 and P4 show peaks in their
scores in Session 1 and Session 3 (Trend A). This shows that they considered
different directions to take their music at the start of their composing and
before finalising their compositions. In contrast, P2, P5 and P6’s scores gen-
erally decreased after Session 2 (Trend B). This shows that these participants
considered alternative directions for their music early in their composition
process. It is also noted that all the reflection-on-process scores are high,
with none falling below four. Reflection on where to take a piece of music
thus occurred to some extent throughout the music composition process. P1
scored the lowest across all sessions.
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Figure 8.1: Artist-researchers’ reflection-on-process scores for each ses-
sion of their composing.
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Figure 8.2: Artist-researchers’ reflection-on-self scores from RiCEv2 for
each session of their composing.
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For reflection-on-self (Figure 8.2), participants 1 through 5 showed peaks
in Session 2 and Session 4 (Trend C). This demonstrates a temporal fluctua-
tion in how the participants reflect on their personal experiences. However,
P6 and P7 gradually increase to a peak in Session 3 (Trend D). This shows
that they reflected-on-self at different points in their composition process to
the other participants.

For reflection-through-experimentation (Figure 8.3), a decline is ob-
served over time (Trend E). This is partly driven by the outlier P3 in Session
4 (who mostly took on production duties at this moment), but there is also
a clear decline across sessions from P2 and P5. In Session 2, it is noted
that scores converge, and then diverge by Session 3. P6 and P7 annotated
on the plot show high scores in Session 3, whilst P1, P3 and P4 annotated
on the plot show low scores in Session 3. This shows that the changes in
participants’ activity between Session 2 and Session 3 increased or reduced
reflection-through-experimentation.
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146



8.2.2 Comparison of RiCEv2 Scores

This section compares the average RiCEv2 scores across all sessions with
RiCEv2 scores calculated from the Chapter 3 data. The Chapter 3 was re-
visited, and RiCEv2 scores were calculated for CSTs, including: Photoshop,
Word and some DAWs (such as Cubase, Ableton and Logic Pro).

Table 8.1 shows the reflection scores. This chapter’s study participants have
a RiCEv2 score equal to the Chapter 3 score for all CSTs (mean=6.8).
The participant’s reflection-on-process scores are higher than the Chapter
3 data. Reflection-on-process is lower for the DAW scores (mean=7.6) than
this study’s data (mean=8.1). Reflection-through-experimentation is higher
for the DAW scores (mean=7.1) than this study’s data (mean=6.6).

Table 8.1: RiCEv2 scores calculated from Chapter 3’s data (top) and
for this chapter’s study (bottom). The DAWs include Cubase (n=2),
Garageband (n=2), Ableton (n=2), Logic and FL Studio.

Dataset Process Self Experiment RiCEv2

Chapter 3 data
All CSTs (n=300) 7.4 6.1 6.9 6.8
MS Word Subset (n=43) 7.2 6.4 6.6 6.7
Photoshop Subset (n=42) 7.4 5.9 7.1 6.8
Visual Studio Subset (n=15) 8.0 7.1 7.3 7.5
DAWs Subset (n=8) 7.6 5.7 7.1 6.8

This chapter
Participant average (n=7) 8.1 5.8 6.6 6.8

8.3 Discussion

This chapter showed that reflection is characterised by temporal patterns
in RiCEv2 scores across a variety of AI-based music composition processes
(see Figures 8.1, 8.2, and 8.3). The main findings are shown in Table 8.2.
This section triangulates these findings with the qualitative findings of the
previous chapter, and discusses the findings in relation to relevant literature.
The findings that contribute to new knowledge on AI music making are
discussed in Section 8.3.1. Section 8.3.2 discusses findings similar to current
research. The study limitations are outlined in Section 8.3.3.
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Table 8.2: Summary of Chapter 8’s main findings.

Main Finding Location

Reflection is characterised in AI-based music composition as
a push and pull between reflection-on-process (when curating
AIGC in real time) and reflection-on-self (when arranging al-
ready curated AIGC).

Figure 8.4
(pg. 149)

Reflection is characterised as including a high amount of re-
flection on process in AI-based music composition.
— Self-reflection is less prominent.
— Reflection-through-experimentation decreases over time.

§8.2.1
§8.2.2

8.3.1 Novel Patterns

The observed patterns in Figures 8.1, 8.2 and 8.3 are explained through ex-
amining the first-person accounts in Chapter 7. For instance, it is shown that
participants were listening to music in real-time when reflection-on-process
is high (Figure 8.1). This interpretation is based on P1 who was improvising
to select AIGC in Session 3, and P3 and P4, who were improvising to select
musical layers in Session 3.

Reflection-on-process remained high across all sessions. It was also higher
than the other CSTs in Table 8.1. This demonstrates that participants fre-
quently reflected on alternative directions to take their music in the AI-based
music composition process. Indeed, Figure 8.1 shows high reflection-on-
process scores across all sessions.

Higher reflection-on-self scores (Figure 8.1) occurred when participants were
arranging their AIGC. Notably, P6’s high reflection-on-self score in Session
3 occurs alongside their description of self-reflection in Theme 1 (Reflec-
tion on Past Instincts); they reflected on the instinctual decisions that their
past self had created in the previous session, learning about themselves by
analysing their choices retrospectively. There is also evidence of Candy’s
(2019) reflection-at-a-distance where P6 was purposefully distancing them-
selves from their earlier decisions to assess their work more objectively.

A trade-off relationship is characterised by the observations of reflection-on-
process and reflection-on-self, as visualised in Figure 8.4. When selecting AI
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Figure 8.4: Model of the trade-off relationship between reflection-on-
process and reflection-on-self. People selected ideas whilst listening in
real-time and arranged their ideas after curation.

outputs and listening in real-time, participants reflected on future directions
to take their music. They then reflected on what their music means to
them when combining AIGC. This model supports definitions of reflection
as moments where people sit back in contemplation (Moon, 2013; Wilson
et al., 2023), and descriptions of its push-and-pull with moments of more
instinctual reflection-in-the-moment (Candy, 2019).

There is evidence that setting up live-feedback to generate initial material
by reflecting-in-the-moment (using instincts) was conducive to scaffolding
opportunities for both reflection-on-process. In Theme 1 (Reflection on Past
Instincts), participants described listening to AIGC in real-time as similar
to their experience of improvising and playing in bands. Interacting with AI
in this way is familiar to many artist-researchers and, therefore, appropriate
for musical contexts. Whereas previous research showed that researchers
adapted AI for their own practice (Gioti et al., 2022; Sturm et al., 2019),
this study shows that this occurs alongside reflection-on-process.

8.3.2 Patterns Similar to Current Research

The findings from Theme 2 (Reflection on Direction and Surprises) support
the high reflection-on-process scores. Participants would leverage surprising
outputs to change the direction of their music. This confirms that Caramiaux
and Fdili Alaoui’s (2022) findings that AI-artists leveraged surprising outputs
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in their creative process applies to AI-based music composition. However,
reflection-on-surprise cannot be attributed exclusively to AI tools. This is
because P5 reflected on a surprising cowbell sample found in their live-coding
environment, without using their AI. Reflection on surprising glitches has
also been shown to occur in non-AI composition practices (Dannemann et
al., 2023; Hamilton, 2020). Overall, the findings demonstrate that reflection-
on-surprises (Candy, 2019), with or without AI, leads to speculation on the
future and how people consider new directions to take their art.

Reflection-through-experimentation generally decreased over time, with par-
ticipants converging in Session 2 and diverging in Session 3 (Figure 8.3).
Given the findings in Theme 6 (Reflection on Technical Challenges), this
shows that participants needed to first reflect on technical issues (cf. Candy’s
(2019) reflection-for-action) in Session 1 to later experiment with AIGC. Fur-
thermore, some participants’ reflection-through-experimentation decreased
in Session 3 (in Figure 8.3) as they had already curated and decided how to
organise their AIGC. Thus, they no longer needed to experiment.

8.3.3 Limitations

As emphasised in the previous chapter, there is variation in the data col-
lected. For example, the composers have different practices and approaches
to music composition, work in different genres, and use different AI tools.
The set of AI tools used is heterogeneous and nested within a complex
ecosystem of software and hardware (McGarry et al., 2017); a conflation
between various types of tools in the findings is acknowledged. This research
is positioned as generative and helpful in suggesting directions for future
work.

The variation in data collection inhibits statistical analysis or generalisation
from the findings. A clear opportunity exists to design more controlled A/B
tests to untangle these factors in future work. For example, the comparison
between DAW and AI measures in Table 8.1 demonstrates that AI encour-
aged more reflection-on-process. A more controlled A/B study design could
confirm this, whilst accounting for confounding variables.

The first-person accounts helped explain patterns observed across the RiCEv2
measures, and brought more nuanced insights to the thematic analysis find-
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ings in Chapter 7. For example, references to researchers’ inspirations and
influences in the first-person accounts (see Theme 5) are not captured by
the RiCEv2 questionnaire, nor other questionnaire measures typically used
in creative HCI research (Cherry & Latulipe, 2014; Kerne et al., 2013). In-
vestigating the impact of these more artistic influences and how to capture
nuance in creative HCI and AI contexts is addressable in future work.

8.4 Conclusion

This chapter showed that reflection is characterised by temporal patterns
across a variety of AI-based music composition processes. A characterisation
of reflection in AI-based music composition is presented, which shows that
reflection-on-process occurs when curating AIGC, whilst reflection-on-self
occurs when organising the curated AIGC. This provides value for musical
AI-based CST users, who could mimic these interaction patterns to spark
different types of reflection in their own practice. The following part of this
thesis evaluates a new AI-based CST for music composition using RiCEv2,
where reflection support is a central design goal, to characterise reflection in
a more homogeneous context.
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Designing a New AI Music
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Chapter 9

Iterative Design of wAIve

The previous chapters showed that there are a variety of reflection patterns in
existing Artificial Intelligence (AI)-based music composition tools. This mo-
tivates the development of a new AI-based Creativity Support Tool (CST) for
music composition, with reflection support as a central design goal. This new
tool focuses evaluation onto features designed to support reflection, rather
than secondary concerns such as usability (Bryan-Kinns & Reed, 2023). It
also limits heterogeneity, whilst still representing interactions common to
AI-based music making.

This chapter describes the iterative design of the new tool, named wAIve.
For four iterations each, participant pairs were recruited to offer critique and
suggestions to emphasise reflection in wAIve’s user experience. Each pair
had different skills of data science, AI and music interfaces, and design. The
chapter shows how they informed design features for wAIve which emphasise
reflection.

The chapter is organised as follows. First, the iterative design method is de-
scribed in Section 9.1. The findings of each iteration are presented chrono-
logically, grouped by participant pairs’ skills in Section 9.2. The chapter
closes with a discussion on the iterative design process and wAIve’s features
in Section 9.3.
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9.1 Method

Iterative design was used to identify features emphasising reflection in wAIve.
Participants interacted with versions of wAIve over multiple sessions. Their
evaluation of the interface was captured using semi-structured interviews.
An iterative design approach was selected instead of a more linear approach
because of the lack of a clear definition for reflection. With iteration, a
mutual understanding of reflection in the context of wAIve could evolve
between the participants and the researcher (Hartson & Hix, 1989).

The study was approved by Queen Mary University of London’s ethics com-
mittee. Each participant was reimbursed with a £25 Amazon voucher.

9.1.1 Design Goals

Three initial design goals were set to develop wAIve:

• Goal 1: To encourage opportunities to reflect whilst making music.

• Goal 2: To not include features too obtrusive as to break engagement.

• Goal 3: To provide an intuitive interface where non-musicians create
music of an acceptable quality.

Goals 1 and 2 were purposefully constructed to be in contention with each
other. The contention encourages a push-and-pull between reflection and
engagement, and critical thinking on their interplay. Goal 3 ensures that
wAIve produces acceptable quality music to maintain motivation and en-
gagement.

9.1.2 Participants

A call for participation was sent to Queen Mary University of London’s e-
mail lists for PhD and Master’s students in the Electronic Engineering and
Computer Science department. Academics were also contacted to identify
Master’s students or final-year undergraduate students who are interested
in participating and can provide reflective, critical feedback. University stu-
dents were targeted to ensure they had formal training in their areas of
expertise.

Three pairs of participants were recruited in total. Each pair had different
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skills because human-AI interaction design requires understandings from var-
ious disciplinary perspectives (Yang et al., 2020). The pair’s skills were in:
data science, AI and music interfaces, and design. These different skills were
selected to gather data on non-musicians’ and musicians’ perspectives, AI
features, music and interaction aspects, and wAIve’s look and feel. Partici-
pants were paired by their discipline to focus discussion on the development
of wAIve and not on how people from different disciplines think about AI.
Recruitment was stopped after three pairs because each pair’s perspectives
covered most aspects of wAIve’s interaction design. Herein, the participants
are referred to as the data scientists (DS1 and DS2), AI musicians (AIM1
and AIM2) and designers (DE1 and DE2).

The participants’ expertise and demographics were captured using a pre-test
questionnaire. Goldsmiths MSI (Müllensiefen et al., 2014) scores assessed
musical sophistication; for context, the UK national average MSI is 81.6.
SRIS scores (Grant et al., 2002) were gathered to assess reflective capacity;
for context, the average SRIS score for users of CSTs from Chapter 3 is
4.5.

Table 9.1: Goldsmiths MSI and SRIS scores for wAIve’s design study.
Participants are labelled by their expertise where DS = data scientists,
AIM = AI and music interfaces, and DE = design.

Scale DS1 DS2 AIM1 AIM2 DE1 DE1
MSI Score 62 51 110 95 51 39
Mean Active Engagement 2.8 2.8 6.3 6.0 2.8 3.5
Mean Perceptual Ability 5.0 3.5 6.5 6.5 5.0 3.5
Mean Musical Training 2.2 1.4 5.8 4.4 1.0 1.0
Mean Singing Ability 4.2 3.8 6.2 5.0 3.5 1.3
SRIS Mean 4.9 4.8 5.7 4.8 5.2 4.3
Mean Engagement 3.8 4.2 4.5 4.2 4.0 4.2
Mean Need 3.5 4.2 4.3 3.2 3.5 2.5
Mean Insights 3.8 2.8 4.3 3.6 4.3 3.1

Table 9.1 shows the MSI and SRIS scores. AIM1 and AIM2 have MSI scores
above the UK average, whilst the other pairs are below average. The SRIS
scores across participants are close to but higher than those of the CST
users in Chapter 3. This is interpreted as the sample showing reflective
skills representative of other CST users and thus does not bias the study’s
findings.
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9.1.3 Procedure

Introduction / Recap Exploration Interview Analysis & Development

Researcher either 
introduces participants to 
the study (first time) or 
recaps findings from 
previous iteration.

Participants independently 
test latest iteration of 
wAIve whilst researcher
notes down observations.

Participants are 
interviewed by the 
researchers, who refers to 
their notes and question 
sheet.

Researcher listens to the 
interview recording to 
identifying design 
suggestions which are then 
implemented.

x 12 (4 per pair)

Figure 9.1: Overview of the iterative design process procedure for
wAIve’s design study. The researcher is orange. The participants are
blue.

Figure 9.1 shows an overview of the design process used for wAIve. After
the initial design phase (see Section 9.2.1), pairs of participants met with
the researcher (who is also the thesis author) for four sessions. Each session
was either in-person or on Zoom1 to lessen the burden to attend sessions.
Twelve sessions were completed (four sessions multiplied by three pairs of
participants). The sessions lasted 30 minutes each and were audio recorded.
The sessions ran as follows:

1. Introduction or Recap: In the first session with a pair of partici-
pants, pairs completed the pre-test questionnaire (see Section 9.1.2).
They were then given a demo of wAIve. Next, ground rules (see the
appendix) were set to encourage critique (Braun & Clarke, 2013), and
pairs were introduced to the design goals in Section 9.1.1. For the other
three sessions with a pair of participants, the researcher reiterated the
design goals and summarised findings from the previous iteration. This
refreshed participants’ memory and allowed time to correct misinter-
pretations.

2. Task: Participants composed music using wAIve for ten minutes.
The timing was taken from Ford and Nash (2020), which, although

1https://zoom.us/
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it presents a different context, served as a useful starting point for this
study. The instruction was: “to freely compose a piece of music with
wAIve”. The task was purposefully open-ended to explore reflection in
a creative experience with typical characteristics (Kerne et al., 2013).
The researcher noted observations throughout.

3. Interview: The researcher interviewed each participant. A semi-
structured approach was used to probe spontaneous interactions and
to discuss ideas at the forefront of participants’ minds. The questions
asked in interviews on engagement by Wu (2018) were taken as a start-
ing point. Further questions were added to match the thesis’s context
as iterations progressed. The questions are shown in Table 9.2. Dis-
cussion was not limited to these questions; the researcher also asked
questions based on their observations.

9.1.4 Data Analysis Method

After each session, the researcher reviewed the recordings and identified de-
sign ideas, as follows. The interviews were transcribed as described in Section
7.1.5. Next, the researcher highlighted possible design suggestions, feature
requests, and critiques mentioned by the participants. This lightweight ap-
proach was used instead of thematic analysis (see Section 7.1.5) because of
the limited time between design iterations. Design ideas were then imple-
mented into wAIve for the next iteration.

9.2 Design Iterations

This section documents the main discussion points from each design iter-
ation, using supporting quotes from participants. The subsections below
describe the following: the initial design of wAIve (Section 9.2.1), the iter-
ations with each pair of participants (Section 9.2.2 to 9.2.4), and the final
prototype of wAIve (Section 9.2.5).

9.2.1 Initial Design

An initial design was developed for wAIve starting with the goals in Section
9.1.1. The user interface is shown in Figure 9.2. Existing CSTs inspired
the design. This ensures that wAIve would be representative of other mu-
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Table 9.2: Interview questions used as the basis for the semi-structured
interviews in wAIve’s design study. Questions marked with † were added
as iterations progressed.

Opening Questions
- What are your initial thoughts on the interface?
- Did any features stand out to you as supporting reflection/engagement?†

- At what moments did you experience reflection?†

Design Goal 1: Reflection
- Did you find the interface encouraged you to reflect on your music making?
- How did you reflect on your music whilst using the interface?
- Were there any moments that prompted you to stop to think about your
music making?
- Did any parts of the interface encourage you to reflect?
- What different kinds of reflection did you experience?†

Design Goal 2: Engagement
- Were there any points where you felt annoyed?
- Were there any points where you were frustrated?
- Were you distracted by the interface at any points?
- Was anything jolting or off-putting?†

Design Goal 3: Usability
- Do you think that the interface was intuitive?
- Could you make quality-sounding music with the interface?
- Did the interface help you to create your music?
- What features of the interface helped to make your music?
- What features of the prototype would you improve so that the interface
was easier to understand?
- Do you like the music that you created?

Probes
- Would you explain further?
- Would you give an example?
- How would you go about explaining this?

Closing Questions
- Of all the things we’ve talked about, what is most important to you?
- Any features that you think are missing?†

- Any general suggestions?†
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sic CSTs to study common interactions. The CSTs are as follows. First,
Codetta (Ford & Bryan-Kinns, 2022a; Ford & Nash, 2020; Ford et al., 2021),
where draggable puzzle-shaped blocks of notes helped children write music
quickly, cf. Goal 3. Second, combinFormation (Kerne et al., 2014), which
finds images related to a user’s image collection and organises these into re-
lated clusters around the edges of their collection. Based on their experience
as CST designers, the researcher postulated that this approach was more
conducive to the open-ended nature of music composition than alternatives
such as sliders (Louie et al., 2020).

Figure 9.2: WAIve’s initial design.

In wAIve, blocks of generated music were organised around a central workspace.
The blocks are grouped based on the musical metrics of: pitch count, pitch
range and average pitch interval. This metric approach was inspired by
Banar and Colton’s (2021) interface for composing with ChatGPT-styled
outputs (see pg. 111). The selected musical metrics were also used in other
music AI research (Banar and Colton, 2022; Yang and Lerch, 2020). The
technical details are described in Section 10.2.2. A grid-based interface for
each block was chosen instead of a music notation system under the assump-
tion, based on the researchers’ experience, that it would be more intuitive to
non-musicians (Goal 3), yet still common to music software (Rossmy, 2022).
This initial design was taken forward for testing, starting with the pair of
data scientists.
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9.2.2 Iterations 1 to 4 (Data Scientists)

The data scientists evaluated the first four iterations of wAIve. In iteration
one, the data scientists found it difficult to reflect on similarities between
their own music and AI generated blocks. DS2 said they were “unable to
identify... similarity in one [... block] being with the other one”. DS1 re-
quested to highlight the blocks’ notes to clarify similarities: “going up[... ]
means, you are going happier, so maybe a colour representing happy[...] and
then if it’s going down, it is sad”.

For iteration two, colour patterns of notes were added to test if it became
easier to reflect on similarities and differences between blocks. As shown in
Figure 9.3, colours were tested across iterations for: ascending melodies (in
green) and descending melodies (in purple). The author chose the colours
because they wanted to reflect the data scientists’ notion of “happy” and
“sad” music, but avoid connotations of good and bad from colours such as
green and red. Overall, the data scientists found the different colours helpful
in reflecting on differences between blocks – for example, DS2 indicated that
“with purple and green there was something different”.

Figure 9.3: Note colours added to represent ascending and descending
melodies in iteration 2 of wAIve’s design.

However, the data scientists described placing similar coloured blocks to-
gether without considering how the music sounded. They did not reflect on
the blocks’ musical qualities (Goal 1). For example, DS2 said “I would match
the colours in it”. DS1 said “when it comes to decision making, I[...] rely on
visualisation. I actually rely on the colours to decide whether I want it or
not. It’s not actually the sound.”. In considering this, DS1 described how
“the AI shouldn’t lead us [to reflect], it should just help us”.

A fading animation was added for iteration four to balance visualising note
patterns using colours with encouraging reflection on musical quality. As
shown in Figure 9.4, note colours would fade to orange after 25 seconds.
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This was inspired by related work (An et al., 2019) where fading coloured
beacons were used in a classroom to indicate whether students had recently
had support. The intuition for wAIve was that gradually fading note colours
would bring the benefit of identifying similar blocks using colours, and en-
courage reflection shortly after. However, DS1 said the fading was “a barrier
for me, my listening is not waking up”.

Figure 9.4: Storyboard of the fading note colours added in iteration 4
of wAIve’s design.

Listening to blocks in different ways was considered important for usability
(Goal 3). For example, DS1 said “I wish that I could just click on some but-
ton” to “listen to a segment and decide what I want to do about [it]”. Across
iterations one to four, various ways to listen to the blocks were thus imple-
mented. This included adding small play buttons on each block and a second
workspace, shown in Figure 9.5. These features meant that users could listen
at three levels: i) an individual block, ii) all blocks in a workspace, or iii) all
the blocks together. DS2 said that the different listening options “gives me
an advantage to play the entire [... music...] differently”. DS1 noted that
these options helped them in “thinking about the entire process”. This shows
that the playback options supported reflection-on-process.

9.2.3 Iterations 5 to 8 (AI Musicians)

Before the iterations with the AI musicians, the note colours’ fade out time
was extended. The intuition was that participants would have more time on
screen to consider patterns of colours. However, the AI musicians found this
“confusing” (AIM2) instead of encouraging reflection. The feature was thus
removed.

The AI musicians found the note colours difficult to interpret. AIM1 was
“not completely sure why or what [the colours] represent”. To support this,
AIM2 requested that “blocks that are connected all take on one particular
colour” (AIM2). Indeed, AIM2 suggested using different colours for the
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Figure 9.5: Iteration 4 of wAIve with an additional workspace and play
buttons added to each block.

different workspaces, citing the music software Ableton2, where “each track
is a different colour, so you only need one look to know if you are looking at
drums or synths or whichever”.

AIM2 also requested to change to three workspaces, closer to a DAW layout
(see Figure 9.6). This supported the design of wAIve as a tool represent-
ing interactions common to other AI music tools. AI generated blocks to
the right of each timeline would imply “that they are supposed to be ap-
pended at the end” (AIM2). These initial evaluations of wAIve described
above enhanced the AI musician’s familiarity with wAIve and perception of
its usability (Goal 3). They required a solid foundation before they could
investigate more complex ideas on reflection in later iterations.

In iteration six, AIM1 identified that simpler AI algorithms to the music
metric-based approach could better support reflection on “variations on ex-
isting blocks [or ...] putting things in opposite directions”. The music
metric-based algorithm was thus replaced with Google Magenta’s Music-
VAE (Roberts, Engel, et al., 2018) model in iteration seven. MusicVAE was
able to generate a more direct match to the users’ music in each timeline by
identifying a latent representation for the users’ music and then modifying it
slightly to create music with minor differences (see technical details in Sec-

2https://www.ableton.com/
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Figure 9.6: Iteration 6 of wAIve with multiple timelines. There is a
different colour per timeline.

tion 10.2.1). As an established model, MusicVAE could also generate high
quality music cf. Goal 3.

Initially, the MusicVAE outputs were seen as “mirrors of what was already
there” (AIM2), yet “allowed you to manifest an idea much quicker, whereas
before it was just random” (AIM1). The similarity was later modified to
a “sweet spot” (AIM2), which reduced the degree of similarity between the
generated sequence from MusicVAE and the input sequence.

The AI musicians, like the data scientists, found that the different playback
options encouraged reflection on different perspectives. This is because “if
you think about reflection on different levels – on a hierarchy, then – you
can describe each of them individually” (AIM2). A system to flash the play
buttons was developed to encourage a variety of playback. The play buttons
that were clicked the least within 25 seconds started to blink (see Section
10.3.2). Various designs were tested in iterations seven and eight. First,
bright red flashing was tested. However, AIM2 described these as “invasive”
and AIM1 as “intense”. The buttons were then changed to a lighter blue,
closer to the background. Examples are shown in Figure 9.7.

Discussions on the flashing button feature raised the question of what kinds
of reflection would be best in the context of music composition. AIM2 said
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Figure 9.7: Flashing play buttons. Implemented in iterations 7 (left)
and 8 (right) of wAIve’s design.

that reflection when composing is not “necessarily cyclical and repetitive[...]
if I’m happy with something that I’ve put down, how and when will I reflect
on it?”. AIM1 said “the way I reflect is by going okay, here is this composition,
I have two parts that are playing at the same time... how do I make those two
parts sound good together?” Whilst reflecting on different perspectives was
encouraged by flashing different play buttons, these perspectives emphasise
the importance of reflecting on new material and how it fits with the user’s
musical context, cf. reflection-on-process (Chapter 3).

Animations for the blocks to fly into the workspace were developed to test
if they could help with reflection. AIM1 said “if [wAIve is] for someone
who does not[...] know what is a good decision[...] making the blocks go
in automatically[... they might] reflect and go, ‘that sounds good?’, ‘that
sounds bad?” ’. The AI generated blocks implemented move to the end of
a timeline (randomly chosen) and, if the block was not clicked, move to
the bin after 25 seconds (see Section 10.3.1 for technical detail). The AI
musicians found the flying blocks obtrusive but not annoying per se. For
example, AIM2 liked that the moving blocks “come into your line of sight”
and “allow you to focus on the music as a whole rather than [...] individual
pieces”.

9.2.4 Iterations 9 to 12 (Designers)

When the designers first tested wAIve, their initial thoughts turned to the
colours of the blocks. For example, DE2 asked “What do the general colours
mean?”. The links between AI generated block colours and timeline colours
were not obvious and caused confusion. To better demonstrate this link,
animated curves were added, shown in Figure 9.8. Their design was inspired
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by a musical CST named Manhattan (Nash, 2014), which uses curves to show
relationships between hidden user interface elements. The curves appeared
on screen for five seconds whenever new AI generated blocks were added to
wAIve’s user interface (see Section 10.3.3 for technical details). These were
seen as “nice” (DE1) and “helpful” (DE2). DE1 said the curves “occasionally
pop up, so it wasn’t annoying” (DE1). These also “prompted [DE1] to look
to the side [and] add some pieces of music” (DE1), which they would not
have reflected on otherwise.

Figure 9.8: Animated curves. These appear between AI-generated
blocks (right) and blocks in a timeline (left) when new generations are
added.

The flying blocks caused confusion upon initial testing but later led to a
moment of reflection. After DE1 said “I was so confused; they were just
all moving around like someone else who was using it”, DE2 said “I had
the same thing.” Yet, “when the things were moving around[...] it was
prompting me to think, why are they giving me these suggestions?”. This
shows that the flying AI animations prompted reflection on the AI and how
wAIve worked (Goal 1). Thus, they were brought forward to the final design
for wAIve.

Various instrument sounds were implemented in iteration eleven because the
designers assumed this was what the colour coding of timelines indicated: “I
thought it was different instruments or differently generated sounds” (DE2).
Previously, all notes were played with a square wave synthesiser sound. In
iteration eleven, the piano, clarinet and cello were chosen for their distinct
timbres. The designers liked these; however, they requested “the iconic in-
struments” (DE2). Both enthusiastically requested “drums”, speaking at the
same time. The instruments were changed to guitar, bass and drums for
iteration twelve.
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New colour pallets for wAIve were tested in iterations eleven (see Figure
9.9) and twelve (see Figure 9.10). The designers found that darker colours
made the user interface “more clear” (DE2) and closer to professional music
software. The original colour scheme was “more child-like” (DE2). How-
ever, their assessment of the design in iteration eleven was that it was too
dark, leading to the final colour scheme in iteration twelve. The flash-
ing for the play buttons was also modified to complement the new colour
schemes, moving from the intense colours of previous iterations to more neu-
tral colours.

Figure 9.9: Iteration 10 of wAIve, with the dark colour scheme guided
by the designers.

9.2.5 Final Prototype

The previous sections described how participant pairs with different disci-
plinary perspectives informed features for wAIve. Here, the final prototype
of wAIve and its interaction is described. Technical implementation details
are in Chapter 10.

The final iteration of wAIve is shown in Figure 9.10. It operates as follows.
Blocks are connected by dragging their left side to the right side of another
block. Left-side dragging of blocks moves stacks of connected blocks; right-
side dragging disconnects blocks. The grid buttons within each block add
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notes. The play buttons on blocks play the notes in that block. The play
buttons to the left of the grey rectangles, called timelines, play all the blocks
in the area sequentially. The top play button plays all blocks together across
timelines. Blocks can also be placed in the bin to delete them.

Every 25 seconds, wAIve oscillates between flashing play buttons and loading
AI generated music, and moving an AI generation randomly to the right
of a block stack. AI generated music is created by inputting the music
in a timeline to Google’s MusicVAE model (Roberts, Engel, et al., 2018).
MusicVAE outputs similar, but not the same, music. The flying block motion
stops on click; otherwise, after 25 seconds, it will move to the bin. Likewise,
the play buttons stop flashing when clicking or after 25 seconds. Curves
appear on the screen briefly between the timelines and AI generated blocks
when blocks are first added.

9.3 Discussion

Table 9.3: Summary of Chapter 9’s main findings.

Main Finding Location

Reflection is characterised as occurring when people listen to their
music from different perspectives. For example, listening to the
piece as a whole encourages reflection-on-process.

§9.2.2
§9.2.3

Reflection is characterised as supported when people are familiar
with an interface. For example, AI musicians requested that
wAIve’s design be closer to a DAW.

§9.2.3

Reflection is characterised as not occurring when participants can
rely on visuals in lieu of listening.

§9.2.2

Reflection in AI-based music composition is characterised as oc-
curring when people observe an AI to understand its actions.

§9.2.4

This chapter describes the iterative design of wAIve, with emphasising re-
flection as its central design goal (see pg. 153). The main findings are shown
in Table 9.3. Through an iterative design process, several features were im-
plemented. These features included: AI generated music that was similar
but not too similar to the user’s music, playback of music from different
perspectives, flashing of play buttons that are sparingly used, and flying AI
generated block animations. Below discusses the iterative design process and
wAIve’s features in context with related literature.
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9.3.1 Iterative Design Process

A similar pattern was observed across the four iterations of each participant
pair. In the first sessions, participants gave initial impressions focused on
usability concerns (Goal 3). For example, the AI musicians asked to change
wAIve’s layout to a more familiar design. The designers also asked ques-
tions on how the AI and play buttons worked. It was not until the second
sessions that participants offered divergent ideas related to reflection. For
instance, less typical features such as fading of note colours, flashing play
buttons or animating blocks to fly around the screen did not surface until
the later iterations. In the final sessions, participants tested their divergent
ideas.

This pattern of idea development aligns with existing models of the design
process (see Section 2.1). For example, the generation of new ideas followed
by their validation maps to the develop and deliver phases of the Double
Diamond model3. The initial discussions on usability, laying the groundwork
for more divergent ideas on reflection, also map to Sanders and Stappers’s
(2008) “fuzzy front end”. The design space became clearer once participants
were familiar with wAIve’s interaction and understood the design problem.
Participants also moved through stages of engagement as they became more
familiar with wAIve, cf. Bilda et al. (2008). Future work could examine
how to reach divergent ideas more quickly to test a wider range of ideas on
reflection in less time.

The participants gave feedback on a programmed CST as opposed to a mock-
up interface. The advantage of this was that participants commented directly
on their interaction with real-world generative AI tools. Human-AI inter-
action design research (Yang et al., 2020) has more frequently used pretend
prototypes. For example, in the Wizard of Oz procedure, users interact
with a pretend interface, and a researcher acts as the AI (see Bellingham
(2022) and Thelle and Fiebrink (2022)). By evaluating direct interaction
with wAIve, there is a higher probability that the participants’ insights will
translate to similar contexts.

However, it was difficult to implement complex ideas into wAIve’s code in
the short time between iterations. Use of mock-up interfaces before pro-

3https://www.designcouncil.org.uk/our-resources/the-double-diamond/

169



gramming would make it easier to develop complex interactions. A cyclical
development process also meant that updating the system required an un-
derstanding of programming, limiting the opportunity for more direct col-
laboration on wAIve’s design with participants. For instance, the designers’
limited knowledge of code meant they could not directly experiment with
wAIve’s colour palette. If they could have, this would have avoided the
back-and-forth between different colour scheme designs in iterations eleven
and twelve.

Each participant pair gave different perspectives on wAIve and its interac-
tion. The AI musicians gave insights that led to the most prominent changes.
For example, the AI musicians requested three timelines, the flying AI an-
imations and flashing play buttons. Some insights reflected their expertise
in music, such as AIM2’s request to organise wAIve to be more similar to a
DAW. These changes supported the design of wAIve as a tool for studying
interactions common to AI-based musical CSTs such as Hunt et al. (2020)
or Tchemeube et al. (2022). However, more creative or divergent ideas were
harder to envision. In Boden’s (1991) terms, the AI musicians showed ex-
ploratory creativity and not transformational creativity. Similarly, the data
scientists’ request for colour coding notes relates to their expertise, similar
to identifying patterns in data with visualisations (Zaki & Meira Jr, 2020).
These findings show that familiarity with wAIve’s user interface, which is
closer to the participants’ domain, helped to encourage reflection.

9.3.2 WAIve and its Features

The development of different features for wAIve led to discussions on how
reflection is characterised when composing music with AIGC. For example,
colour coding notes led the data scientists to realise that they mainly reflected
on colours, not how the notes sounded. For example, DS1 said “when it comes
to decision making, I[...] actually rely on the colours”. They also described
how this was not the effect they thought the AI should have; instead, the
AI “shouldn’t lead us, it should just help us. This connects with the debates
around how an AI should be given agency over the creative process (Amershi
et al., 2019; Boden & Edmonds, 2009; Lewis, 2023; Louie et al., 2020; Wilson
et al., 2023; Xambó, 2022). DS1’s position is to leave autonomy to the
user.
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The AI musicians also discussed their reflection when composing. AIM2
said their process was not “necessarily cyclical” and did not consider previous
material. This contrasts models of the reflection process where people reflect
back (Boud et al., 1985; Kolb, 1984). AIM1 found they reflected on “parts
that are playing at the same time”. This confirms that characterisations of
reflection which include comparisons (Bentvelzen et al., 2022; Boud et al.,
1985; Kolb, 1984) and decisions in-the-making-moment (Candy, 2019; Schön,
1983) occurred in this study’s AI-based music composition process.

The AI musicians found value in reflecting by listening to the composition in
different ways. AIM2 described this as “a hierarchy” of listening at different
levels. To encourage more diversity in listening, the flashing of play button
options brought attention to options that participants otherwise might not
have considered. This contrasts reflective CST designs, which offer differ-
ent visualisations to show different perspectives (Belakova & Mackay, 2021;
Hoque et al., 2022; Sterman et al., 2023). Different ways to listen were
more important for the music composition context. This is supported by
comments from the participants that colour coding was confusing, for ex-
ample, DE2 asking “what do the general colours mean?” and AIM1 stating
they were “not completely sure why or what [the colours] represent”. This is
also supported by research emphasising the role of listening in music making
(Nash & Blackwell, 2012).

In the AI musicians’ third iteration, wAIve’s AI was switched from the music
metric-based algorithm (Banar & Colton, 2021) to inputting the user’s own
music to Google Magenta’s MusicVAE (Roberts, Engel, et al., 2018). Mu-
sicVAE produced similar music by manipulating small changes in its latent
space. Similarity between the AI and users’ music was a discussion point de-
spite not being an explicit design goal, indicating its relevance to reflection
or engagement (Goals 1 and 2). This corroborates findings from the contin-
uator system (Addessi et al., 2015; Pachet, 2003) introduced in Section 6.2,
where similar musical phrases returned to users in an improvisation context
supported their engagement.
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9.4 Conclusion

This chapter described the iterative design of wAIve: a new AI-based CST
for music composition, with reflection support as a central design goal. Its
features include AI generated flying blocks and multiple options for playback.
Thus, wAIve enables the study of a homogenous sample of participants, with
limited interactions to reduce variation in the study of users’ composition
processes and to focus on reflection, not other study goals. The following
chapter gives details on the technical implementation of these features.
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Chapter 10

Technical Implementation of wAIve

This chapter describes the technical implementation details of wAIve. This
is to the level of detail such that other researchers can recreate the AI music
generation and animations. It starts with a high-level overview of the main
drawing loop, where the AI music generation and animations are executed
(Section 10.1). The AI music generation algorithms and animations are then
described in Section 10.2 and Section 10.3 respectively.

10.1 Overview

wAIve is a JavaScript application that uses two external libraries. The user
interface is built using the P5.js library (McCarthy et al., 2015), designed to
create images, animations, and interactive graphics. The Magenta.js library
(Roberts, Hawthorne, & Simon, 2018) is used to perform inference with
pre-trained music AI models and synthesise audio output.

P5.js renders graphics to a canvas at 60 frames per second. wAIve renders
its animations and interface visuals within this loop. Figure 10.1 visualises
the algorithm for triggering AI generation and rendering animations within
the drawing loop. It first checks whether 25 seconds have elapsed, based
on timings used to predict engagement in Ford and Bryan-Kinns (2022a)1.
If elapsed, the code switches between selecting an AI block at random and
triggering it to fly across the workspace, and generating new AI blocks with
a curve animation and flashing underused play buttons.

1Although the findings are not directly generalisable due to wAIve’s different context,
the 25 seconds was used as a starting point. The iterative design process in the previous
chapter demonstrated its appropriateness through user testing.
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Flying mode is true? yesno

Find unused AI-generated blocks

Choose one at random

(see §10.3.1) Trigger flying animation

(see §10.2) Generate new AI music blocks

(see §10.3.3) Draw curve animation

(see §10.3.2) Update play button flashing
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Flying mode is true?yes n o

Find unused AI-generated blocks
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(see §10.3.3)Draw curve animation

(see §10.3.2)Update play button flashing
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Are blocks currently playing?

Toggle flying mode

yes
25 seconds has elapsed?

Flying mode is true?yes n o

Find unused AI-generated blocks

Choose one at random

(see §10.3.1)Trigger flying anim ation

(see §10.2)Generate new AI music blocks

(see §10.3.3)Draw curve animation

(see §10.3.2)Update play button flashing

n o
Are blocks currently playing?

Toggle flying mode

yes
25 seconds has elapsed?

Figure 10.1: Flowchart visualising the drawing loop which triggers AI
generations and animations in wAIve.

10.2 AI Music Generation

This section details the AI generation from MusicVAE (Roberts, Engel, et al.,
2018) used in the final design of wAIve in Section 10.2.1. It then details the
music metric-based algorithm that was used prior to iteration six (introduced
on pg. 159 in Section 10.2.2).

10.2.1 MusicVAE Generations

Figure 10.2 shows the algorithm for generating blocks from MusicVAE within
the Magenta.js library (Roberts, Hawthorne, & Simon, 2018). First, the pre-
trained MusicVAE model checkpoint mel_2bar_small is initialised. This is
because: it is smaller than the other Magenta.js models for faster loading,
it outputs single-line melodies which fit wAIve’s note grid representation,
and it outputs only two bars instead of a longer sequence where only one is
needed for a wAIve block.
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Next, for each of the workspaces, the user’s music is converted from wAIve’s
grid representation to a NoteSequence object provided by the Magenta.js
library. This NoteSequence is input to MusicVAE’s similar function. This
function encodes the input to MusicVAE’s latent space representation, sam-
ples a new output from the latent space, and interpolates between them
based on the similarity value parsed to the similar function. The similarity
was set to 0.65 with a temperature of 1.75 as the iterative design found that
this created outputs that were similar but not too similar (see pg. 163). The
outputs are converted back to wAIve’s grid representations, and blocks are
added to the workspace.

Using 'mel_2bar_small'Initialise MusicVAE model

Remove existing blocks

For each workspace

Get users' music as a NoteSequence

Sim ilarity: 0.65
Temperature: 1.75Parse users' music to VAE's similar() function.

Map generated NoteSequence to block grid

Add block to workspace

For two blocks

If more workspaces?

Figure 10.2: Flowchart visualising the sequence for generating music
blocks from MusicVAE.
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10.2.2 Metric-based Music Clustering

The AI algorithm loaded examples generated from a fine-tuned GPT-2 (Rad-
ford et al., 2019) model up to iteration 6 in Chapter 9. These examples were
loaded based on how similar musically meaningful metrics were to the user’s
own music. This followed the approaches in Banar and Colton (2021, 2022),
which systematically showed that GPT-2 could generate high quality musical
outputs with relation to musically meaningful attributes. This contrasted the
available alternatives at the time of the iterative design that produced out-
puts unrelated to semantically meaningful musical attributes (Bryan-Kinns
et al., 2021). For example, whilst FolkRNN had been hosted on a web-
page (Ben-Tal et al., 2021), it could only be controlled via a temperature
parameter which had little relation to musical values.

A small GPT-2 model (124M parameters) was fine-tuned on all 909 MIDI
files from the POP909 dataset (Wang et al., 2020): a dataset of piano ar-
rangements of popular songs. POP909 was selected on the assumption that
people find pop music more engaging (Chen & O’Neill, 2020) than classical
music (Hadjeres et al., 2017) or folk music datasets (Sturm et al., 2016),
which were most commonly used in music AI research at the time of the
study2.

POP909 was pre-processed using Python3 as follows. First, notes in the C
major scale between the MIDI pitches of 60 to 72 and with a rhythmic value
equal to an integer multiple of 0.25 were extracted to fit wAIve’s note grids.
Second, the MIDI data was represented as tokens in the form of “n:xd:y”
where x is the note pitch and y is the note duration (Banar & Colton, 2022).
Third, this text data was used to fine tune GPT-2 for 3000 steps with a
learning rate of 1e-3. 100 generations of tokens with a max length of 256
(temperature = 1.25) were generated. Fourth, the data was converted into
wAIve block-sized musical fragments by extracting windows of tokens where
the notes summed to a duration of 2.0. This resulted in a database of 581
AI generated musical examples and stored in a JSON format.

The music metrics of pitch count, pitch range, and average pitch interval
were calculated for the user’s music and the AI database examples. These

2Research has since expanded to consider use of more under-represented datasets. For
example, see Bryan-Kinns, Fiebrink, et al. (2024).

3https://www.python.org/
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metrics were chosen to reflect values commonly used in music information
research (Banar & Colton, 2022; Yang & Lerch, 2020). The metrics were
implemented into wAIve directly as opposed to with an external tool such
as JSymbolic (McKay & Fujinaga, 2006) to reduce conversion between MIDI
and wAIve’s note grid formats. The metrics are defined as follows.

The pitch count for each block of music is:

Pitch Count =
n∑

i=1

1 if pi is unique in the block

0 otherwise

where pi is the i-th pitch in the block, and n is the total number of pitches.
This counts 1 for each unique pitch and 0 for duplicates.

The pitch range is:

Pitch Range = max(pi)−min(pi)

where max(pi) is the highest pitch value and min(pi) is the lowest pitch value
within the block.

The average pitch is:

Average Pitch =
1

n

n∑
i=1

pi

where pi is the i-th pitch in the block and n is the total number of pitches.

The absolute difference between the users’ own music and each database
example is then calculated as:

Similarity = |xuser − xi|

where xuser is the value of a given metric calculated for the user’s music
and xi is the value of the same metric for the i-th entry in the generated
dataset. For each metric, the database is sorted by its similarity in ascending
order and the top three most similar entries are added as blocks to wAIve’s
workspace.
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10.3 Animations

This section details the flying block, flashing play button, curve, and fading
note animations drawn onto wAIve’s user interface. Recall that the anima-
tions are loaded within wAIve’s drawing loop at 60 frames per second.

10.3.1 Flying Block Animations

The flying block animations are executed on an individual AI block chosen
at random (see Figure 10.1). When a block starts to fly, a target X and Y

coordinate is randomly chosen for the right-hand side of one of the timelines.
Each frame, the X and Y position of the block is gradually updated based on
a percentage, which increases by a small amount (0.015). The increment was
based on trial and error from the developer and feedback from users, in the
iterative design. When the percentage equals 1.0, the animation stops.

Specifically, the x-position moves in a straight line from:

x = startX + pct× (endX− startX)

where startX is the initial block position, pct is the percentage, and endX

is the target position. The y-ordinate moves along a curved line using the
equation:

y = startY + pct4 × (endY− startY)

where startY is the initial block position, pct is the percentage, and endY

is the target position. Twenty-five seconds (based on trial and error and
feedback in the iterative design) after the flying block animation, and if the
flying block is not clicked, this sequence repeats. However, the bin is selected
as the endX and endY to delete the block.

10.3.2 Flashing Play Buttons

Figure 10.3 visualises the algorithm for the button flashing. Each time a
play button is pressed, a count is incremented for: the play button for all
blocks, the play buttons for the timelines, and the play buttons for individual
blocks. When triggered, a sequence of conditions compares the total count
of play button presses at the different levels. The flashing is then triggered
for the least used button.
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If "a ll" p lay count > "tim eline" p lay countyes n o

If "tim eline" play count < "block" play countyes n o

Select a random timeline

Start tim eline flashing

Select a random block

Start block flashing

Start m ain play button flashing

Reset play counts to 0 for
"a ll", "tim eline" &  "b lock"

Figure 10.3: Flowchart of the algorithm used to identify whether blocks
should be flashed or not.

The flashing effect is created by modulating the shadow blur of a playback
button using a sine function:

shadowBlur = 100 · sin(θ)

where θ is a floating point variable that increases over time by θ ← θ+0.075.
The shadow colour in the final iteration is set to yellow.

10.3.3 Curve Animations

Bézier curves were drawn between the AI blocks and timelines whenever new
AI blocks were generated. The left X and Y of each AI block and the right
of the AI music timeline were input to the Bézier curve function. Based on
the elapsed time, the transparency value for the curve’s colour (alpha) fades
linearly after 4 seconds. This process is applied sequentially to blocks for the
different timelines. The percentage distance between start and end points
for the width and height of the curve equals 0.2, whilst only the bottom
timeline curve is set to draw upside-down.
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10.3.4 Note Colour Coding and Fading

In iteration 4, a fading animation was used to remove colour-coded note
patterns over 25 seconds (see page 160). To achieve this, a fraction was
calculated as:

fraction = exp

(
2

3
× elapsedTime

25000 milliseconds

)
− 1

where elapsedTime is the time that has passed since the animation started.
Multiplying by two-thirds slows the transition, whilst subtracting 1 ensures
the colour moves towards zero. The exponential function creates a non-linear
progression, meaning the colour fade begins slowly but becomes faster over
time. The note colour would then be set by interpolating the RGB values of
the current colour and the target colour (orange):

noteColour = currentColour + (targetColour− currentColour)× fraction

10.4 Summary

This chapter described the technical implementation details for wAIve. It
showed how the AI generation and animations were implemented using the
P5.js and Magenta.js JavaScript libraries. Each feature described was de-
signed to emphasise reflection. This limits the range of possible interactions
in wAIve to those focused on reflection, whilst still representing interactions
common to AI-based music composition. WAIve thus enables a homoge-
neous evaluation of users’ composition processes. The next chapter presents
a user study with wAIve to show how reflection is characterised in its inter-
action.
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Chapter 11

Evaluation of wAIve

The previous chapters introduced wAIve: a novel Artificial Intelligence-based
Creativity Support Tool (AI-based CST) for music composition, with reflec-
tion support as a central design goal. This chapter evaluates wAIve for
reflection and engagement. The evaluation findings use wAIve as a case
study tool to identify the interplay between reflection and engagement that
is common in people’s music composition with AIGC. Interplay here refers
to how factors (in this case, reflection and engagement) influence one an-
other. This study is the first to examine the interplay between reflection and
engagement in a systematic mixed-methods CST evaluation and the first in
the AI-based music composition context. The study confirms that common
types of reflection in AI-based music composition align with those identi-
fied in existing literature; previously, there was no understanding of their
applicability to AI-based music composition in the state-of-the-art.

The chapter is organised as follows. Section 11.1 describes the mixed meth-
ods study design. This includes scores from RiCEv2 and participant inter-
views on their reflection when interacting with wAIve. Section 11.2 presents
the study findings with separate analyses for the quantitative (regression
analysis) and qualitative (thematic analysis) data. Section 11.3 triangulates
these findings to characterise reflection in AI-based music composition and
its interplay with engagement.
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11.1 Method

This section describes a systematic mixed methods study to evaluate reflec-
tion and engagement, using wAIve as a case study. This follows the standard
for CST evaluation (Hewett et al., 2005). The study was approved by Queen
Mary University of London’s ethics committee. Participants gave written
consent and were reimbursed with a £20 Amazon voucher.

11.1.1 Participants

Twenty two students studying computer science courses at Queen Mary Uni-
versity of London were recruited. The sample size matches the average for
studies with student participants in the CHI conferences before 2016 (Caine,
2016).

Advertisements for the study were presented in lectures on user experience
design and physical computing. The degrees reached were computer science,
creative computing, design innovation and apprenticeship degrees. While
targeting this niche group of students limits broader generalisability, the
group was chosen to recruit mostly non-musicians who typically do not ex-
perience the benefits of more thoughtful engagement in music composition
when casually using a musical CST. These benefits include learning to: ques-
tion musical intuitions (Kaschub & Smith, 2009), generate ideas from a blank
page (Barrett & Hickey, 2003), and develop a musical identity (Barrett &
Hickey, 2003; Whittall, 2011). The participants’ interest in technology and
creativity also meant they would likely enjoy the study. This justifies the
sample as a group with some homogeneous characteristics that would benefit
from the study’s findings.

A description of the participants’ demographics and descriptive statistics
is shown in Table 11.1. Two pre-test measures were used to capture the
participants’ expertise.

The Goldsmiths MSI (Müllensiefen et al., 2014) assessed the participants’
expertise in music. The short scale version was used to avoid fatiguing par-
ticipants. Figure 11.1 shows the MSI scores. Most participants (18 out of
22) scored below the UK average (86), and the lowest scores were for musical
training. This is interpreted as showing that there are mostly non-musicians,
with some participants having a keen interest in music (as expected in vol-
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Figure 11.1: Goldsmiths MSI scores in the wAIve evaluation study.
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Figure 11.2: SRIS scores in the wAIve evaluation study.
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untary studies on music) but little formal training. Musicians are defined
as those above the national average, and non-musicians are defined as those
below the national average, for later analyses (see Table 11.1)..

The SRIS (Grant et al., 2002) assessed participants’ capacity for reflection.
Figure 11.2 shows the SRIS scores. The average SRIS score (4.3) is similar
to the average of the CST users in Chapter 3 (4.5). The subscales show
that the participants are generally good at self-reflection but less confident
in reaching insights.

11.1.2 Procedure

Each participant met with the researcher individually, in-person, and in a
controlled space; no other people were present. They signed the informa-
tion sheet and consent form. The procedure described below was then fol-
lowed:

1. Pre-task Questionnaire: The participant answers the pre-questionnaire
(see Section 11.1.1).

2. Demonstration: The participant watches a two minute video demon-
strating how to do the following in wAIve: drag blocks, connect and
disconnect blocks, move stacks of blocks, add notes, press play at dif-
ferent levels, and delete blocks. No AI features are demonstrated to
test how people interact with the AI unprompted. The video is found
in the appendix.

3. Training: The participants are given up to five minutes to “familiarise
themselves” with wAIve. They were instructed that “This is [their]
opportunity to ask the researcher any questions before [they] are given
the main task.”. AI features are turned off at this time.

4. Task: The participant is given up to twenty minutes and asked “to
freely compose a piece of music with wAIve”. This is longer than the
task time in previous chapters to provide more opportunity for deeper
reflections or feelings of engagement, cf. flow states (Csíkszentmihályi,
1990). The task is purposefully open-ended to explore reflection and
engagement in a creative experience with typical characteristics.

Participants are also told: “You may ask the researcher questions, but
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they can only offer limited help whilst you compose”. The researcher
only helps participants if they are stuck on a problem covered in the
initial video demo. The AI features of wAIve are turned on at the
start of this task. During the task, the participant’s computer screen
is recorded. The researcher notes moments of interest.

5. Post-task Questionnaire: The participant completes the post-task
questionnaire (see Section 11.1.3.1).

6. Interview: The participant completes a video-cued recall interview
(see Section 11.1.3.2).

11.1.3 Data Collection

The study collected quantitative data through questionnaires (Section 11.1.3.1)
and qualitative data through a video-cued recall interview (Section 11.1.3.2).

11.1.3.1 Questionnaire Measures

In the post-task questionnaire, the following two questionnaire blocks were
collected. For each block, the question order was randomised.

User Engagement Short-Scale: The User Engagement Short-Scale (UEQ)
was used to examine aspects of engagement (O’Brien et al., 2018). The
UEQ was selected as it focuses on evaluating a technology and does not
contain extraneous factors. The short version minimises participant burden
and maintains appropriate study duration. Metrics are collected (defined in
Section 2.3.2.1) for: focused attention, aesthetic appeal, perceived usability,
reward, and a total engagement score.

Reflection in Creative Experience Questionnaire: RiCEv2 was used
to examine different aspects of reflection. As described in Table 5.2, metrics
are calculated for: reflection-on-current-process (RiCEv2-Cp), reflection-on-
self (RiCEv2-Se), reflection-through-experimentation (RiCEv2-Ex) and a to-
tal RiCEv2 score.

11.1.3.2 Interview

A video-cued recall interview was conducted (Candy et al., 2006; Candy,
2006) after the post-task questionnaire (see Section 11.1.3.1). Video-cued
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recall was used to collect participants’ reflections on their composing whilst
not interrupting their engagement in the moment. The participant’s video
of their composing was replayed to them, and they were instructed to:

“Pause at any points where you might have been reflective or
thoughtful whilst writing your music”.

The instruction was purposefully broad to cover both “thoughtful” and “re-
flective” moments so as not to restrict data collection.

The researcher guided the VCR interview using a pre-defined set of questions
and notes on their own observations. A semi-structured approach was fol-
lowed to probe unexpected interactions from participants’ interactions. The
initial questions for the semi-structured interviews are shown in Table 9.2.
The questions were more open-ended than for wAIve’s design (see Table 11.2)
to focus the study on the creative process instead of design features.

Table 11.2: Interview questions used alongside the video-cued recall
process in the wAIve evaluation study. Questions marked with $ were
also used for wAIve’s design.

Opening Questions
- What are your initial thoughts?$

- Any moments that seemed particularly interesting to you?
VCR Questions

- What were you doing at this moment?
- What was happening at X moment? Why?
- What was your reaction when X occurred?
- — If you felt a certain way, how did you feel?
- Did any of your ideas change? Why?
- How were you deciding what was good and what was bad for your music?
- Were you thinking about other experiences at any moments?
- How did you reflect on your music whilst using the interface?$

- Were there any moments that prompted you to stop to think?$ If so, what?
- Were you consciously thinking these things in-the-moment?

Probes
- Why?
- Would you explain further?$

- Would you give an example?$

- How would you go about explaining this?$

- How did you decide that X was best?
Closing Questions

- Any features that you think are missing?$

- Any general suggestions?$
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11.1.4 Data Analysis Method

This section details the analysis methods for the quantitative and qualitative
data. The quantitative and qualitative data are analysed separately. This
contrasts with a sequential approach, for example, using qualitative findings
from interviews to guide a quantitative questionnaire design (Creswell, 2009).
Whilst it is not always possible to solve disparities in the findings from
analysing data separately, the advantage is that findings are substantiated
across the distinct data types (ibid.).

11.1.4.1 Descriptive Statistics

Descriptive statistics are reported for RiCEv2, UEQ, and their subscales to
give an overview of the measures. This summarises the sample’s scoring
for wAIve (Müller et al., 2014). Measures of central tendency (mean and
median) and variability (the standard deviation) are provided.

11.1.4.2 Regression Analysis

A linear regression model is used to identify how much a set of variables
(engagement) predicts other variables (reflection). Linear regression models
consist of the weighted sum of a set of x variables for an output variable
y (Kaptein, 2016). Thus, they can identify relationships between variables
with only one study condition (Bryan-Kinns & Reed, 2023).

A procedure based on Muller et al. (2020) was followed. First, non-parametric
tests are conducted to assess if there are significant differences between con-
founding variables in the participant pool. Differences between RiCEv2 and
UEQ totals are compared for groups within the sample: musicians/non-
musicians, degree programs and year of study. When there are two groups,
Mann-Whitney U tests (Mann & Whitney, 1947) are conducted, which suit
non-parametric data with binary groups. If there are multiple groups, Kruskal-
Wallis tests (Kruskal & Wallis, 1952) are performed, which suit non-parametric
data but compare three or more groups.

If differences between participants show significant differences, the variable
is modelled as a random effect (Kaptein, 2016). Otherwise, a standard linear
model is used. Using a training subset of the collected data (14 out of 22
participants), models are created for the RiCE total score and its factors,
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using the UEQ factors as predictors. Using backwards selection, predictors
are removed which improve the model’s AIC score (a goodness of fit measure
that accounts for the number of parameters in a model (ibid.)). The signif-
icant regression equations found are reported. Simplistic models with few
variables are strived for, given the small dataset. The quality of the model
is assessed using a test set (8 out of 22 participants) and reporting the R2

value – values towards 1.0 indicate less error.

11.1.4.3 Thematic Analysis

The video-cued recall interview was transcribed using the same process de-
scribed in 7.1.5. An inductive thematic analysis (Braun & Clarke, 2006;
Braun & Clarke, 2019) approach was then performed on the transcripts.
The same reflexive thematic analysis approach described in Section 7.1.5
was followed. To recap, the thematic analysis moves between the steps of:
generating short descriptive codes for passages in the data, refining codes,
organising the codes into themes, and re-applying themes to test their fit.
The coding process was applied to identify frequent forms of reflection and
engagement that occurred for interactions in wAIve, which are also common
to other AI-based musical CSTs.

11.2 Findings

This section reports the findings of the analysis methods described in Section
11.1.4 above.

11.2.1 Descriptive Statistics Findings

Figure 11.3 shows the RiCEv2 scores. RiCEv2-Cp has the highest average.
RiCEv2-Se has the lowest average.

Figure 11.4 shows the distribution of scores for the UEQ. Focused attention
and reward score the highest average. Reward has two outliers (P6 scoring
5 out of 5; P10 scoring 2.7 out of 5).
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11.2.2 Regression Analysis Findings

The Mann-Whitney U and Kruskal-Wallis tests found no significant differ-
ences between RiCEv2 nor engagement for different groups in the study
sample (see Table 11.3). This shows no confounding influences across partic-
ipants’ characteristics. Therefore, a simple linear regression (Kaptein, 2016)
is performed with no random effects.

Table 11.3: Comparisons between the UEQ total score metric and
RiCEv2 total score metric in the wAIve evaluation study.

Group Test Measure
Musicians Mann-Whitney U UEQ: W = 44.5, p = .47

RiCEv2: W = 56, p = .09
Year of Study Mann-Whitney U UEQ: W = 53, p = .97

RiCEv2: W = 70, p = .22
Degree Programme Kruskal-Wallis UEQ: χ2 = 3.04, df = 3, p = .39

RiCEv2: χ2 = 6.90, df = 3, p = .08

Four significant regression models are identified, reported in Table 11.4, and
visualised in Figures 11.5 to 11.8. The best performing model overall is
model 1 – participants who reflected more found the experience to be most
rewarding. The best model in the training set is for RiCEv2-Se (model 4),
which has a significant linear relationship with reward. However, the R2 is
small in the test set.

Table 11.4: Significant regression models for the wAIve evaluation study.
Aspects of engagement predict aspects of reflection.

Training Set Test Set

Model Predictor Equation Adjusted
R2

F-statistic R2

1 RiCEv2 -3.99
+ (1.11)Focused_Attention
+ (1.41)Reward*

0.57 F(2,11) = 9.55
p < .001*

0.50

2 RiCEv2-Ex -4.06
+ (2.70)Aesthetic_Appeal*

0.39 F(1,12) = 9.32
p = .010*

0.33

3 RiCEv2-Cp -0.82
+ (2.10)Focused_Attention*
+ (1.07)Reward
- (1.35)Aesthetic_Appeal

0.45 F(3,10) = 4.54
p = .030*

0.16

4 RiCEv2-Se -7.09
+ (1.94)Reward*

0.63 F(1,12) = 23.22
p < .001*

0.31

* = p < 0.05
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11.2.3 Thematic Analysis Findings

Seven themes were generated from the thematic analysis of the video-cued
recall interview transcripts. These are described below.

11.2.3.1 Theme 1: Participants’ motivation informed their reflection

Participants had different motivations when approaching the open-ended
task of composing a piece of music. These motivations influenced the as-
pects of wAIve that participants reflected upon. The main motivations were
to create quality music (herein named music-first) or to have lots of fun
(herein named fun-first).

The majority of participants (P1-P5, P7-P16, P18-P21) had a music-first
motivation. They wanted to create music that sounded “good” (P19) or “nice”
(P7). Some participants directly outlined this motivation. For example, P15
said “I wanted to create something on my own[...] something which is fun to
listen to”. P11 said “I kind of want to have[...] a result out there”. Music-
first participants reflected on the musical qualities of their composition to
improve its quality. For example, P2 reflected on note patterns that would
sound “nice” (“it’s very nice to listen to notes going up and down”). P18
reflected on different instruments that “made [their music] sound a whole lot
better”.

Fun-first participants (P6, P22, P17) prioritised their enjoyment over the
quality of the music. For example, P6 said that “any task where I was
enjoying myself, I was going to be happy. I am happy with the outcome
regardless of its quality”. P20 said “I don’t think I would really care much
about who would listen to” their music. P17 said “I think it sounded good,
but I wasn’t too concerned[...] because it was fun”. Fun-first participants
performed interactions to experience more autotelic engagement rather than
emphasising reflection.

Participants’ motivations also shifted from fun-first (when initially interact-
ing with wAIve) to music-first. P22 showed playful and creative behaviour,
adding note patterns matching the letters of their name because “I wanted
to know what my name sounds like” (P22). After an AI suggestion flew in,
P22 “felt weird[...] because I was like, well, this is not what I’m supposed
to do”. They considered “is this what they [the AI] want?’ Am I doing it
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wrong?”. P15 also started by “playing [emphasis added] with and experi-
menting with all the tools”, until “the last 10 minutes[...] when I actually
tried to do something to make it all sync”.

11.2.3.2 Theme 2: Reflecting on animations sparked music learning and
reflection-through-experimentation

There were several moments where wAIve showed interactions to the par-
ticipants that they “never would have done” (P1) otherwise. This led to
moments of learning amongst participants. For example, participants ob-
served and then recreated the flying AI blocks’ animations. P21 saw the
AI blocks “flying and overlapping”, and was motivated to test this, realising
“I can do that too”. P17 observed the AI animation and realised that the
colour of blocks did not restrict blocks to only the same coloured timeline.
This sparked their reflection-through-experimentation to “switch things out”
and move AI blocks between timelines.

Many participants learnt to move blocks to the start of a block stack by
following the animated curves. This is evidenced by P12, who “did imagine
it [the curves] means this [block] could go here”. P22 “didn’t understand
the purpose of why [the lines] were there or what they wanted me to do”.
However, later they were motivated to experiment with moving a block to
the end of a curve to “see if I could do it”. This contrasts with the intention
of the feature from the iterative design to show relationships between the AI
music and users’ music.

11.2.3.3 Theme 3: Relationship between focused attention and reflection on
AI

Participants experienced moments of focused attention, a factor of engage-
ment (O’Brien et al., 2018). For example, P1 was “hyper-fixated”, whilst
others (P7-P9, P11, P12, P14, P17-P21) described moments of “focus” when
working on and listening to note patterns. In particular, moments of focused
attention occurred when people listened to their music from different per-
spectives. For example, P3, P5, P6, P8, P9, P19 and P21 focused on hearing
the music as a whole, to test that “at the end[...] it has to make sense all
together” (P9).

In some cases, participants were too immersed in moments of focused atten-
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tion to notice AI animations. For example, P11 said they were “very focused
on this part [adding notes, and thus] I didn’t see anything that happened
elsewhere”. Others purposefully clicked on the AI to put it out of their mind
and stay focused on the task. For example, P7 described that “the [newly
suggested AI] segments [are] great, let me go back to my part”. P11 said “I’ll
only need that [AI generated block] anyway, so let me put it here”.

Participants also described the AI block animations as “brief” (P15), not
“overwhelming” (P1) or “not annoying, just[...] there” (P11). However, there
were several moments where the AI broke participants’ attention whilst writ-
ing blocks of music. P2 said they were “in my little creative moment, and it
[the AI] came and said hi out of nowhere”. P8 said “I was trying to focus on
one part[...] and things [the AI] just came[...]. I don’t want that at all. Go
away.”

The AI features also helped participants at moments where their focused at-
tention was already broken, such as when “feeling uninspired” (P12), “stuck”
(P18) or when “running out of” ideas (P19). P8 and P6 found the AI was
helpful during these moments because it sparked their reflection on future
directions (reflection-on-process) for their music. For example, P8 said the
AI “gave me[...] a few directions where I can take [the music]’.

11.2.3.4 Theme 4: AIGC reduced reflection on unfamiliar instruments

The participants’ previous experience playing musical instruments reduced
their reflection on wAIve’s instruments. For example, P7 focused on the
instruments they were most familiar with, relying on the AI to write parts
for unfamiliar instruments. They noted that they “did focus a lot on the
drums just cause that’s my speciality” and would “let the AI do more on
the bass and the guitar[...] actively resisting [the AI] a little bit on the
drum”. P17 noted that they “were most comfortable with[... the guitar]
and[... the drums] because I started learning [the drums]” and also focused
their experimenting on their most familiar instruments.

11.2.3.5 Theme 5: Participants’ expectations of AI changed their willingness
to reflect

The participants’ expectations for wAIve’s AI informed whether they would
reflect on it. P2, P10, P13, P17, P18 and P19 assumed that the AI was
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better than they were at writing music. P2 said the AI generated music is
“probably better than what [they’re] making”. P10 assumed that the AI is
“gonna tell [them] the right suggestion”.

This led to moments where participants used the animated AI blocks with-
out reflecting on how they sound. They assumed that the material was
immediately usable. For example, P10 said they would “roll with” differ-
ent AI generated blocks as they flew in. P20 said the AI animations were
“cool because [they] don’t have to think [emphasis added] about exactly what
[they’re] doing next”. P5 felt the AI should be left alone: they “just figured
that[...] if [the AI] wants to do that[...] I’m like you do you”. Similarly, P21
said, ”if [the AI] wants to be there, it can”.

11.2.3.6 Theme 6: Curiosity sparks reflection on AI

P6, P14, P16 and P17 were curious about wAIve’s AI, sparking their moti-
vation to reflect on how it works. P14 was motivated to reflect on the AI as
they “thought it would generate something based on the first two [blocks...
so] was curious what it would do”. This demonstrates their curiosity about
the direction in which the AI will take their music. P16 “was just curious to
see how I could make [the AI] fit into what I made” – reflecting on how the
AI’s behaviour linked to their own.

Other participants hinted at being curious about the AI generated blocks
(P2, P3, P4, P6, P8, P10, P14, P17); however, they did not reflect on how
the AI worked per se. Instead, they were motivated to reflect on “what they
sound like” (P2). P10 reflected on the AI’s timing (“let’s test what [the AI]
does and see what time they would produce”) and how the block fit in with
“the overall thing and [how] it sounded”. They were motivated by a curiosity
to hear how the blocks sounded in the broader context.

11.2.3.7 Theme 7: Similar blocks motivated reflection

Several participants (P3, P6, P8, P9, P11, P17, P22) searched for AI blocks
visually similar to their own blocks. P11 searched for AI blocks that they
thought “would sound good because it looks the same”. P18 tested AI sug-
gestions when they were “similar to what I originally had”. However, slight
differences in the music were also desired. For example, P22 “didn’t want to
mimic [the AI] exactly”. P9 “liked the fact that [an AI suggestion] was a little
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bit different”. There was also a preference for AIGC, which has many notes.
P3 said they didn’t like the AI blocks because “it’s very sparse, it doesn’t
have much”. P6 found there were AI blocks that they “[weren’t] so interested
in because there wasn’t anything on them”. Here, the participants used their
observations of how the blocks looked in lieu of listening to them.

11.3 Discussion

Table 11.5: Summary of Chapter 11’s main findings.

Main Finding Location

Reflection is characterised in AI-based music composition by
people’s perception of an AI. Reflection occurred when people
perceived the AI as less skilled than themselves.

§11.2.3.5

Reflection is characterised in AI-based music composition as
occurring when users discover new ways to interact with the
CST, based on the AI’s animations or outputs.

§11.2.3.2

Reflection is characterised in AI-based music composition as
enabled by people’s motivation and curiosity. Participants
with a music-first motivation and a curiosity about how the
AI worked were more likely to reflect on AIGC.

§11.2.3.1
§11.2.3.6

The interplay between reflection and engagement is that mo-
ments of reflection occur alongside moments of focused atten-
tion.

§11.1.4.2
Figure 11.5

The interplay between reflection and engagement is that self-
reflection occurs alongside feelings of a rewarding user experi-
ence.

§11.1.4.2
Figure 11.8

The interplay between reflection and engagement is that AIGC
is used without reflection in moments of hyperfocus.

§11.2.3.3

This chapter identified the interplay between reflection and engagement in
computer science students’ music composition with AIGC. WAIve was used
as a case study tool to identify reflection patterns common to AI-based music
composition. The main findings are summarised in Table 11.5. Quantitative
analyses of reflection and engagement measures found regression models that
show interplay between their factors. A thematic analysis of video-cued recall
interviews also characterised how the AIGC influenced reflection.

The findings are triangulated to confirm that patterns of reflection from
literature also occur in AI-based music composition below. Section 11.3.1
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focuses on the interplay of reflection and engagement. Section 11.3.2 fo-
cuses on the influence of AIGC. Through discussion of the study findings,
characterisations of interplay between reflection and engagement are intro-
duced (see Figure 11.9 and Figure 11.10). Section 11.3.3 describes the study
limitations.

11.3.1 Interplay between Reflection and Engagement

Figure 11.9 visualises the interplay between reflection and different types
of engagement based on the study findings. The aspects of the model are
discussed in the following subsections.
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Figure 11.9: Model of interplay between reflection and engagement.
Types of engagement are in blue. Types of reflection are in orange.

11.3.1.1 Focused Attention and Reflection

There is interplay between moments of reflection and focused attention (a
type of engagement). Focused attention was significant in regression model
3; this shows a relationship between focused attention and reflection-on-
process. However, although model 3 is the second most accurate model on
the training set data (R2 = 0.45), it performed poorly on the test set data
(R2 = 0.16). This shows limited generalisability to similar participants.
The pattern from the model visualisation in Figure 2.2 is also unclear. It
thus cannot be claimed that there is a link between focused attention and
reflection-on-process in all cases.

Regression model 1 shows more substantial evidence of overlap between fo-
cused attention and reflection on the whole (measured by RiCEv2). The
model shows RiCEv2 as the sum of focused attention and reward measures
from the UEQ, and attains the highest accuracy scores in both the training
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(R2 = 0.57) and test set data (R2 = 0.50). Regression model 1’s scatter plot
(see Figure 11.5) further shows an observable pattern between focused atten-
tion and RiCEv2. However, focused attention is not a significant predictor
in model 1, limiting the evidence that this relationship was not by chance.
Nonetheless, the overlap between focused attention and reflection corrobo-
rates literature characterising flow states as periods of intense concentration
(Nakamura & Csíkszentmihályi, 2009). This confirms that reflections on
the creative process, personal meaning and through experimentation – evi-
denced by the questions of RiCEv2 – occur alongside focused states in AI
music composition contexts.

11.3.1.2 Reflection and Rewarding User Experiences

There is evidence of a relationship between reflection and whether partic-
ipants had a rewarding and worthwhile experience (indicated by the UEQ
factor of reward). Model 1 (with the highest accuracy scores) found reward
to significantly predict the total RiCEv2 score. The scatter plot in Figure
11.5 also shows a link between reflection and reward. This is corroborated
by related work. For example, flow theory describes that working at the
peak of one’s ability is a positive and rewarding experience (Csíkszentmihá-
lyi, 1990; Nakamura & Csíkszentmihályi, 2009; Seligman & Csíkszentmihá-
lyi, 2014) Costello and Edmonds’s (2007) pleasure of difficulty characterises
that enjoyment comes from having developed skills to complete a task. Mu-
sic composition literature has also suggested that the challenges of music
composition, such as overcoming a blank page (Barrett & Hickey, 2003) or
questioning musical intuitions (Kaschub & Smith, 2009), lead to beneficial
and rewarding experiences. This confirms that interplay between reflection
and the engagement factor of reward occurs in the AI-based music composi-
tion context.

Model 4 of the linear regression analysis also shows that higher levels of
self-reflection (indicated by RiCEv2-Se) occur alongside more rewarding ex-
periences. This corroborates Hubbard et al. (2021) and Li et al. (2023),
who both found that children who reflected on personally meaningful ex-
periences with AI had rewarding learning experiences. It also supports the
discussion in Chapter 3 that considering the perspective of others is less im-
portant than self-reflection in CST interaction (see Section 3.4.1). However,
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RiCEv2-Se had the lowest average score overall (see Figure 11.3) compared
with the other factors. This confirms that whilst important and rewarding,
self-reflection occurs infrequently in AI-based music composition.

However, model 4 is skewed by the participant with the lowest score for
reward in the training set (see the leftmost circle in Figure 11.8). These
scores were from P10, who also gave the lowest scores for their musical
sophistication (MSI = 31). Whilst a direct causation cannot be claimed,
their low scores for whether the experience was rewarding occur alongside a
lack of interest in the study’s musical task.

11.3.1.3 Motivation, Focused Attention and Autotelic Engagement

The study found a relationship between participants’ motivations and whether
they experience moments of focused attention, or more autotelic types of en-
gagement (Theme 1). For example, some participants approached the task
from a fun-first perspective, experiencing moments of autotelic or passive
engagement by casually exploring wAIve cf. Compton and Mateas (2015).
For example, P6 said “any task where I was enjoying myself I was going to
be happy”. This confirms other studies on music interaction, which show the
effect of task motivation (Wu & Bryan-Kinns, 2019).

In contrast, the participants who focused on creating a quality piece of work
(music-first) experienced more moments of focused attention, such as being
attentive to notes in their music. For the music-first participants, the level
of focus also varied in intensity: from moments of some focus up to moments
of hyper-fixation (for example, see P3 in Theme 3). This confirms theories
of engagement which consist of multiple levels (Doherty & Doherty, 2018;
Edmonds et al., 2006). The intensity of participants’ focused attention also
changed depending on whether participants were open to interruptions from
AIGC in wAIve, discussed further below.

11.3.2 Reflection and AI Generated Content

In addition to interplay between reflection and engagement, the study find-
ings confirm that AIGC influences reflection. Figure 11.10 extends the visu-
alisation in the previous section (Figure 11.9) to show how AIGC influences
reflection in AI-based music composition.
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11.3.2.1 Use of AIGC and Focused Attention

There is complicated interplay between focused attention and moments of
reflection, relating to how participants used the flying block animations.
The flying block animations give insight into typical interactions in AI-based
CSTs by mimicking the common turn-taking interaction style (Rezwana &
Maher, 2022). The interplay between interruptions and focused attention
depended on participants’ level of focus (as identified in Theme 3) and their
motivation (see Theme 1).

When focused but not hyper-fixated, participants would dismiss AI anima-
tions to put them out of their minds or save the block for later. For example,
P7 said that an AI generated block was “great” and then “let me go back
to my part”. However, AI animations still posed an unwelcome interruption
when participants were hyper-fixated on their music, disrupting their sus-
tained engagement and flow states (Csíkszentmihályi, 1990). Only outside
of hyper-fixated states, such as during moments when feeling “uninspired”
(P12) or “stuck” (P18), were suggestions from AI welcomed.

Kahneman’s (2011) theory of fast and slow thinking provides an interpretive
lens for analysing how AIGC supported or distracted people from reflection
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during their focused attention. The AI animations triggered moments where
quick decision making was required, for example, whether to dismiss a block
or to keep it (see Theme 3). The time frame for deciding to use an AI block
was short; it thus required fast thinking. This is supported by Theme 7 which
shows that participants identified similarities between the AI generated mu-
sic and their own without listening to the block; they used aspects of the
visual representation as a proxy for their listening. This demonstrates that
they were replacing a more difficult contemplation on the musical quality of
a block with an easier one, cf. fast thinking (Kahneman, 2011).

11.3.2.2 Preconceived Attitudes and Use of AIGC

Different preconceived attitudes influenced participants’ motivation to re-
flect on AIGC. Theme 6 shows that participants needed to be motivated by
a curiosity about AI to reflect on wAIve’s blocks. This confirms Fleck and
Fitzpatrick’s (2010) and Slovák et al.’s (2017) findings that showing peo-
ple more data to reflect upon (such as the AI generated blocks) does not
necessarily spark their reflection for the AI-based music composition con-
text.

Participants had different attitudes towards AI and preconceived expecta-
tions of its role in the creative process. For example, many viewed the AI
as a musical expert and trusted its decisions without critique (see Theme
5). For example, participants would “roll with” (P10) AIGC and not con-
sider next steps. These participants made decisions through intuitive, fast
thinking instead of slower, more contemplative thinking, where critique more
frequently occurs. This confirms that Kahneman’s (2011) fast thinking oc-
curs in AI-based music composition. This also confirms Reicherts et al.’s
(2022) finding that people who perceived an AI as an assistant let it “do the
thinking” on their behalf for AI-based music composition.

Furthermore, the finding that perception of an AI hinders reflection is sup-
ported by Theme 4. Theme 4 shows that some participants preferred using
AIGC for instruments they were least familiar with. Their lack of skills with
an instrument made them believe the AI would act on their behalf. This dis-
courages people from building skills they are unfamiliar with or building the
necessary expertise that leads to flow states (Csíkszentmihályi, 1990).
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11.3.2.3 Use of AIGC and Discovery of New Possibilities

The participants observed the AI animations to discover new methods of
interaction. The AI prompted their reflection on newly found opportunities
(see Theme 2). In reflecting on animations to discover new ideas, they were
exposed to a broader range of musical possibilities than they had considered
possible with wAIve. This corroborates research on CSTs, which allowed
people to replay their creative process to reflect on and learn techniques from
other creative practitioners, such as ‘Watch me write’ (Carrera & Lee, 2022)
and Spin (Tseng & Resnick, 2016). This also shows an example of Costello
and Edmonds’s (2007) pleasure of discovery in the AI-music composition
context.

11.3.3 Limitations

There are clear variations in the data collected, such as in the musical ex-
pertise and courses studied by the participants. Whilst effort was made
to control for variation and no significant differences were found between
subgroups (see Table 11.3), the qualitative findings show clear differences
in areas such as task motivation (cf. Theme 1) which were not quantified.
The Queen Mary University of London students and their specialist degrees
are a niche cohort of test subjects. The results thus show limited gener-
alisability to the broader population. However, the sample’s homogeneity
supported the quantitative analysis approaches and show less variation than
the artist-researchers in Chapter 8.

The participants were also recruited from classes taught by the thesis author.
The participants have a motivation to appease the author and thus could
have given overly positive feedback. A novelty effect is also acknowledged
as generative AI was emerging into the mainstream at the time of study.
Indeed, Theme 6 shows that participants’ curiosity about AI sparked their
reflection.

The study focused on a contrived musical task captured in a controlled lab
setting. Whilst mimicking the open-ended way a non-musician is expected
to interact with a CST casually, this poses limited ecological validity. This
contrasts with the more ecologically valid approach of observing musicians
in their typical places of happening from Chapters 7 and 8.
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However, the study is the first to systematically show interplay between re-
flection and engagement in a typical CST mixed-methods user study. The
study findings confirm that the patterns of reflection identified corroborate
related literature. Generalisability and rigour are also added to the findings
through triangulation (Bryan-Kinns & Reed, 2023). WAIve, as a case study
tool, has characteristics common to AI-based CSTs. For example, the AI
animations mirror the turn-taking interaction style of many AI-based CSTs
(Rezwana & Maher, 2022). Its DAW layout is also common across AI-based
music composition tools (Hunt et al., 2020; Tchemeube et al., 2022). The
advance on the state-of-the-art is that the observed patterns of reflection are
supported by other literature and demonstrated as applicable to AI-based
music composition; previously, there was no systematic evidence character-
ising reflection in this context.

The decision was made to conduct an open ended study, instead of following
a comparative approach. WAIve represented typical interaction patterns
in AI-based CSTs and confirmed that related patterns from literature were
present in the thesis’ case study context. This best fits with the thesis’s
research questions (Section 1.3) on characterising reflection and identifying
interplay because it enabled a range of reflection patterns to be observed; a
comparative study would be limited to observing singular effects. Indeed,
deciding which elements of wAIve to isolate was unclear following its design
in Chapter 9. For example, if the effect of the AI were isolated, it would
still be unclear whether its animations, style of music generation, or different
visual elements affected reflection. Testing wAIve with and without AI could
thus only demonstrate that some aspect of the AI design affects reflection
more or less than composing with a step-sequencer. This would give little
insight into how reflection is characterised in the multifaceted AI-based music
composition context. The advance on the state-of-the-art in this study, which
confirms that specific patterns of reflection are present in AI-based music
composition, could indicate how to design a controlled study. For example,
comparison between different timings for an AI interruption (see Section
11.2.3.3) could show differences in engagement and reflection.

This study investigated how people interact with wAIve for the first time and
for a limited time. There are temporal aspects to reflection and engagement
(Bilda et al., 2008; Boud et al., 1985; Kolb, 1984), as identified in Chap-
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ter 8. Longitudinal studies would need more sophisticated software with a
wide range of features to examine engagement without users becoming bored
cf. flow theory (Csíkszentmihályi, 1990). However, wAIve was intentionally
designed with limited functionality to investigate engagement in musical in-
teraction within one controlled session. This ensured that all participants
began with a consistent baseline of knowledge and familiarity.

11.4 Conclusion

This chapter evaluated reflection and engagement in AI-based music compo-
sition, using wAIve as a case study tool. Using mixed-methods and apply-
ing the RiCEv2 questionnaire, computer science students’ interaction with
wAIve was examined. The findings identified interplay between reflection
and engagement in wAIve’s interaction. Indeed, models of interplay between
reflection and engagement and the influence of AIGC on reflection were pre-
sented to characterise reflection in this context. The findings emphasise the
correlation between focused attention and reflection, the importance of self-
reflection, and that AIGC best supports reflection when users are motivated
and can learn from the AI interaction. The following chapter compares the
RiCEv2 measures with the other tools in this thesis, consolidating the find-
ings across studies.
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Chapter 12

Comparison of RiCEv2 Results

The previous chapter evaluated wAIve to identify interplay between reflec-
tion and engagement in AI-based music composition. This chapter analyses
the RiCEv2 measures across the thesis. This includes the comparison of
wAIve’s RiCEv2 results with the RiCEv2 results from other tools. From
the comparisons, characterisations of reflection that are common in different
tools, including AI-based music composition tools, are identified.

The chapter is organised as follows. Section 12.1 describes the differences
between participants and study settings across the chapters in the thesis.
Section 12.2 through to 12.5 then analyses the total RiCEv2 score, and
RiCEv2 factor scores, in turn.

12.1 Participants and Study Settings

There are similarities in the data collection and analysis methods used across
the thesis’s studies. Each study used a similar open-ended task, such as to
“freely compose” a piece of music, as is characteristic of creative user experi-
ences (Kerne et al., 2013). The studies differ in the selection of participants,
the CSTs tested, and their settings. To further understand the differences
between participants, the Goldsmiths MSI scores (Müllensiefen et al., 2014)
and SRIS scores (Grant et al., 2002) are inspected across studies. This com-
pares the musical expertise and capacity for reflection for each subset of
participants.
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Figure 12.1 visualises the MSI scores from Part II and Part III of the thesis
(Part I focused on CST interaction more broadly and was not music focused).
The participants from the design and evaluation of wAIve are similar in their
musical sophistication. The artist-researcher participants in Chapter 8 score
higher for musical sophistication and show less variation. An exception is
the two AI and Music PhD students who supported the design of wAIve
in Chapter 9. They are closer to the Chapter 8 participants in their back-
ground. The sub-scales of the MSI show that the main difference between
the participants is in their formal musical training.

Figure 12.2 shows the SRIS scores across all studies. The participants for
the iterative design of wAIve and the artist-researchers are more naturally
reflective. This reflects the recruitment strategies: the artist-researchers
were PhD students, and the iterative design of wAIve sought participants
comfortable with offering critiques. The wAIve evaluation participants are
the least naturally reflective.

12.2 Reflection

With an understanding of the differences between the study participants as
context, RiCEv2 scores are compared for the CSTs evaluated in the thesis.
RiCEv2 offers scores for reflection-on-process (RiCEv2-Cp), reflection-on-self
(RiCEv2-Se) and reflection-through-experimentation (RiCEv2-Ex). Devel-
oped in Part I of the thesis, these types of reflection corroborate related work
such as Candy’s (2019). For example, reflection-through-experimentation is
similar to reflection-in-the-making-process in that they both refer to decision
making during interaction. Reflection-on-process is also similar to reflection-
for-action in that it refers to points where people decide how to progress their
making going forward. However, reflection-for-action occurs at the start of
the process instead of during interaction, contrasting reflection-on-process.
The main difference is that RiCEv2 operationalises reflection as a construct
that is measurable by questionnaire items; Candy’s (2019) reflection types
were derived from qualitative interviews and do not produce measures di-
rectly from users, nor can they be numerically inspected.

To enable comparison, the RiCEv2 metrics are averaged from each user
study. The artist-researcher’s scores show the average across four compo-
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Figure 12.1: Goldsmiths MSI scores for CSTs across chapters.
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Figure 12.2: SRIS scores for CSTs across chapters.
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sition sessions. The other scores represent a single post-hoc assessment of
interaction with a CST. The CSTs selected from Chapter 3 are MS Word,
Photoshop, Visual Studio and DAWs. This balances selecting CSTs: with
the largest proportion of participants, representing a range of different cre-
ative practices, and that can draw comparisons between music and AI-based
music tools. The scores from story-sentiment-visualiser and sound-sketcher
in Chapter 4 are not included as only RiCEv1 results can be calculated from
the study’s data.

Figure 12.3 shows the total RiCEv2 scores for the CSTs. The means are
close together (approximately 6.8) regardless of participants’ backgrounds
or study settings. A Kruskal-Wallis test (Kruskal & Wallis, 1952) shows no
significant difference between RiCEv2 scores across the CSTs (χ2 = 5.27, df
= 6, p = .51).
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Figure 12.3: RiCEv2 scores for CSTs across chapters.

The highest RiCEv2 scores are from the subset of participants in Chap-
ter 3 who chose Visual Studio. This pattern is also observed for RiCEv2’s
sub-scales. This shows that programming, or some aspect of programming,
prompts more reflection than other domains. Kim and Lerch (1997) show
that programming is a cognitively demanding task; thus, it requires more
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reflection than other creative domains. The iterative nature of writing and
executing code also allows for more frequent repetition of reflection cycles.
This is similar to the inquiry processes identified in literature on the reflec-
tion process (Baumer, 2015; Dewey, 1933).

In the artist-researcher study (Chapter 8), P5, who is a live coder, scored
the highest RiCEv2 score (7.8). This supports the notion of programming
as a highly reflective activity. Indeed, Sayer (2015) argues that the mo-
tor skills of live coding are less challenging to master than for playing an
instrument. Thus, the “sensation of being an observer is[...] more vividly
conscious” (Sayer, 2015, pg. 3) to live coders than musicians. This explains
how reflection during programming, self reported with RiCEv2, is thus more
recognisable to live coders.

WAIve has the lowest RiCEv2 score compared with other CSTs. However,
the difference in scoring is negligible. The wAIve participants also had the
lowest SRIS and MSI scores and were unfamiliar with the interface. This
contrasts with the other CSTs in the thesis. WAIve’s participants required
more time to build their skills (Resnick et al., 2005) before reaching more
contemplative states, cf. flow theory (Csíkszentmihályi, 1990). This sup-
ports that participants need familiarity with a technology to achieve deeper
reflections (Bilda et al., 2008).

With respect to music interaction, comparing wAIve with Chapter 3’s subset
of DAW users shows that wAIve encouraged less reflection than other music
software. As Chapter 11 shows, reflection in wAIve was affected by task
disruptions and confusion on how the AI worked. Indeed, Theme 3 from
Chapter 11 (Relationship between focused attention and reflection on AI )
shows that wAIve’s flying block animations interrupted people’s listening and
sometimes caused annoyance. This explains the lower RiCEv2 scoring.

WAIve’s users were also not in control of when they were interrupted, con-
trasting with the artist-researchers in Chapter 8 who chose when to use AI
and had few unwanted interruptions. This supports suggestions in HCI to
avoid disruption (Adamczyk & Bailey, 2004) and human-centred AI narra-
tives advocating for user control (Shneiderman, 2022). The artist-researchers
and DAW users also contrast wAIve in that these users had tacit knowledge
(Schön, 1983). This made it easier to reflect on AIGC on instinct, whereas
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wAIve’s novices would not have developed the tacit knowledge required to
reflect on AIGC.

Another explanation for wAIve’s low scores is that the DAW users self-
selected their CST and were thus familiar with music interaction. This con-
trasts with the music novices using wAIve. There is also a smaller sample
for DAWs than wAIve. A stronger comparison is between the DAW users
and Chapter 8’s artist-researchers: both are musically skilled, and the sam-
ple sizes are similar. Many artist-researchers also used DAWs in addition to
AIGC in their workflow. The observation that the artist-researcher’s scores
are similar to the DAW users thus shows that AIGC did not noticeably affect
reflection, nor did the differing study settings.

12.3 Reflection-on-Process
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Figure 12.4: RiCEv2-Cp (Reflection-on-process) scores for CSTs across
chapters.

Figure 12.4 shows the total RiCEv2-Cp scores for participants’ reflection-
on-process across CSTs and user studies. A Kruskal-Wallis test (Kruskal
& Wallis, 1952) found no significant difference between RiCEv2-Cp scores
across the CSTs (χ2 = 6.00, df = 6, p = .42). However, compared to the
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RiCEv2 scores, there is an increase in mean average scores (all between
7.2 and 8.1). Wilcoxon signed-rank tests show significant increases between
RiCEv2-Cp and RiCEv2 for: all CSTs in Chapter 3 (V = 33988, p < .001),
Photoshop (V = 644, p = .03), and the artist-researchers’ AI tools (V = 4,
p < .01). This characterises that participants in each of these cases showed
significantly more reflection-on-process than other forms of reflection.

As a wide and diverse sample, the increase for all CSTs in Chapter 3 shows
that reflection-on-process contributes more to participants’ overall reflection
than other types of reflection in CST contexts. This supports the motivation
for process-centred CSTs (Sterman, 2022) which encourage either document-
ing (Dalsgaard & Halskov, 2012; Kim et al., 2017; Sharmin & Bailey, 2013;
Sterman et al., 2023) or allowing replay of (Carrera & Lee, 2022; Tseng
& Resnick, 2016) the creative process (see Section 2.2.1). Photoshop, com-
pared to the other CSTs, also uses features such as layers and history keeping
(Manovich, 2011), allowing users to move back and forth between their edits,
supporting reflection on processes over time.

For the artist-researchers, the high reflection-on-process scores are influenced
by their use of reflection boards (see Section 7.1.4.2), where documenting and
reflecting on their composition process was part of the study design. The
artist-researchers also reflected-on-process more than in wAIve. They were
more familiar with their AI tool and thus better prepared to consider ways
to refine their creative process, cf. Bilda et al. (2008).

12.4 Reflection-through-Experimentation

Figure 12.5 shows the total RiCEv2-Ex scores for participants’ reflection-
through-experimentation across CSTs. A Kruskal-Wallis test (Kruskal &
Wallis, 1952) found no significant difference between RiCEv2-Ex scores across
the CSTs (χ2 = 2.70, df = 6, p = .84). A much wider variation in scores
is observed than for RiCEv2. There is also no significant difference between
the mean RiCEv2 and RiCEv2-Ex scores.

However, the RiCEv2-Ex scores for wAIve are higher than those of artist-
researchers. This contrasts with the other RiCEv2 factors, where wAIve
scores are lower. The wAIve user study involved participants’ assessment
of interaction with a novel CST instead of tools they had previously used.
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Figure 12.5: RiCEv2-Ex (Reflection-through-experimentation) scores
for CSTs across chapters.

There was thus more need to reflect-through-experimentation to learn how
wAIve worked. This contrasts with the artist-researchers, whose strong musi-
cal skills helped them to experience contemplative states (Csíkszentmihályi,
1990). Instead of contemplative types of reflection, the tinkering required to
understand wAIve is represented by the reflection-through-experimentation
scores captured by RiCEv2. Exploring wAIve’s interface to develop initial
skills is also similar to the pattern observed in wAIve’s design process (see
Chapter 9): early design sessions focused on learning wAIve and improving
its usability, before deeper reflection on its design could occur. This corrob-
orates Chapter 8’s finding that reflection-through-experimentation is needed
early in the composition process (see Figure 8.3).

Furthermore, wAIve included many unfamiliar features to encourage re-
flection, which targeted reflection-through-experimentation more than other
types of reflection. For example, wAIve’s animated AI blocks led partici-
pants to be reactive to music whilst composing, clicking on blocks as they
entered the screen (see Chapter 11 Theme 3). This reacting in-the-making-
moment (Candy, 2019) contrasts future-oriented reflections or planning cf.
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reflection-on-process (Chapter 3). Similarly, there was evidence of periods
of listening and reflection in the artist-researcher’s evaluation (see Figure
8.4), which were not identified as prominently in wAIve’s evaluation. Where
participants in wAIve’s evaluation did engage in periods of listening, they
tended to be more musically sophisticated and motivated to create quality
music (see Chapter 11 Theme 1).

The low reflection-through-experimentation score for the artist-researchers
reflects its averaging across composition sessions. The score incorporates
later sessions where many participants stopped experimenting and worked
on finalising their compositions (see Figure 8.3). WAIve’s scores are thus
higher because its task length was only 20 minutes, compared to 4 hours.
This shows that reflection-through-experimentation is more common in the
initial phases of music composition processes (see Figure 8.3). This aligns
with models of creative processes, such as the Double Diamond1. As a tool,
wAIve was also purposefully designed to focus the interaction on music cre-
ation processes rather than production processes that require less reflection-
through-experimentation (Vanka et al., 2023). For example, see P5 in Figure
8.3 who closed the session by completing standard production processes to
finalise their earlier experiments with their AI.

12.5 Reflection-on-Self

Figure 12.6 shows the RiCEv2-Se scores across CSTs for participants’ reflection-
on-self. A Kruskal-Wallis test (Kruskal & Wallis, 1952) found no significant
difference between RiCEv2-Se scores across the CSTs (χ2 = 9.60, df = 6, p
= .14).

Wilcoxon signed-rank tests found significant differences between RiCEv2-Se
and RiCEv2 for: all CSTs in Chapter 3 (V = 52860, p < .001), Photoshop
(V = 1125, p = .03), and wAIve (V = 327, p < .05). This characterises that
reflection-on-self occurred significant less in these cases than other forms of
reflection.

As the largest and most diverse sample, the difference for all CSTs from
Chapter 3 demonstrates that reflection-on-self is less common in CST in-
teraction in general. This contrasts suggestions from the creative profes-

1https://www.designcouncil.org.uk/our-resources/the-double-diamond/
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Figure 12.6: RiCEv2-Se (Reflection-on-self) scores for CSTs across chap-
ters.

sionals in Chapter 3 that moments of reflection in creative contexts were
linked to “self expression” (P1) and often personal to creators. This also
contrasts Sturm et al. (2019), who found AI helped them to find expres-
sions for their self-reflection, and the emotional connections to AI felt by the
artist-researchers in Theme 4 from Chapter 7 (Reflection on feelings).

WAIve’s evaluation participants showed significantly less self-reflection than
other types of reflection in their interaction. As above in Section 12.4, this
relates to the more reactive interaction style of wAIve, the limited expertise
of the participants, and the limited time for the task. The benefits of novice
engagement in music composition, such as learning how to question your
(musical) intuitions (Kaschub & Smith, 2009) and to develop a musical iden-
tity (Barrett & Hickey, 2003; Whittall, 2011), which require self-reflection,
are thus not easily accessible to novices. There is no evidence that AIGC
thus supported self-reflection. Furthermore, this was evidenced in the case
study of the artist-researchers’; self-reflection occurred when organising al-
ready curated AIGC and not during people’s interaction with the AI model
(see Figure 8.4).
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The confidence intervals show that the RiCEv2-Se values fall lower for the
music-related CSTs than other CSTs. This shows that self-reflection occurs
less in musical contexts. This was also demonstrated in the RiCEv1 evalu-
ation (see Chapter 4); RiCEv1-Se scored significantly higher for the task of
writing a story with story-sentiment-visualiser, than for the more open-ended
interaction with sound-sketcher. Writing is semantic, and thus, it is easier
to interpret meanings from (Liu, 2017) than with music. Its semantic nature
thus supports self-reflection. Furthermore, Kahneman (2011) characterises
reflection-on-self as more cognitively taxing than other types of reflection;
reflection-on-self is thus less common as music composition requires more
effortful consideration of non-semantic meanings.

12.6 Summary

Table 12.1: Summary of Chapter 12’s main findings.

Main Finding Location

Reflection is characterised as dependent on people’s familiarity
with a CST tool. Studies where participants were familiar with
a CST showed more reflection than other participants.

§12.2
§12.4

WAIve’s reflection-through-experimentation scores are higher
than other types of reflection, contrasting with other tools. This
is informed by participants’ low level of familiarity and wAIve’s
more reactive interaction style.

§12.4

Reflection is characterised in AI-based music composition styles
that include programming as highly reflective, with more oppor-
tunities for reflection cycles.

§12.2

Reflection-on-process contributes more to people’s reflection in
CST contexts. Reflection-on-self is less common overall.

§12.3
§12.5

Self-reflection is less common in music interaction than in other
creative domains.

§12.5

This chapter inspected the RiCEv2 measures used across CSTs and study
settings in this thesis. The main findings are summarised in Table 12.1.
The chapter demonstrates that RiCEv2 enables a systematic inspection of
reflection in CSTs, showing whether different types of reflection were more
or less common for each study tool and interaction context. Based on the
findings from this chapter and the study findings throughout, the thesis’s
research questions are addressed in the following chapter.
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Part IV

Conclusions
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Chapter 13

Conclusions

This thesis argued that a systematic evaluation of reflection in Creativity
Support Tool (CST) interaction is needed to characterise and support the
user’s creative process. This challenged the dominance of assessments of
engagement in the CST field. Indeed, the current state-of-the-art for CSTs
was to follow design principles (Resnick et al., 2005; Shneiderman et al.,
2006) and evaluation methods (Cherry & Latulipe, 2014) that were based
on engagement (Doherty & Doherty, 2018; O’Brien et al., 2018) and flow
theory (Csíkszentmihályi, 1990). However, these approaches contrasted with
reflection, and there was little consensus on how to operationalise reflection
for systematic CST evaluations.

The thesis thus set out to characterise reflection for CST interaction contexts,
using the standard for CSTs of mixed-methods evaluations (Hewett et al.,
2005). To focus the investigation, Artificial Intelligence (AI)-based music
composition was selected as a case study domain in which to characterise
reflection; there were few existing user studies on how AI generated music
is used (Jourdan & Caramiaux, 2023), and none which directly focused on
reflection.

This chapter summarises the thesis’s studies and the main findings. It then
answers the research questions introduced at the beginning of the thesis (see
Section 1.3). What users of AI-based CSTs should thus do is then described
in Section 13.1, followed by a review of the thesis’ methodological approach
and its limitations in Section 13.4. Directions for future work are described
to bring the thesis to a close.
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Table 13.1: Summary of thesis’s main findings.

Main Finding Location

RQ1: How is reflection characterised in people’s open-ended
interaction with AI-based CSTs designed for music composition?

Reflection is characterised in musical AI-based CST interaction using
three factors: reflection-on-self, reflection-through-experimentation
and reflection-on-process. The factors are measurable through a
new self-report questionnaire: the Reflection in Creative Experience
(RiCE) questionnaire.

§3.3.5
§5.2.5

Reflection is characterised in CST interaction as including mostly
reflection-on-process.

§8.2.1
§8.2.2
§11.2.1
§12.3

Reflection is characterised in CST interaction as including little
reflection-on-self, despite self-reflection being judged as important for
CST interaction by creative professionals. Musical CST interactions
include less self-reflection than in other domains.

§3.2.2.3
§8.2.1
§8.2.2
§11.2.1
§12.5

Reflection is characterised in AI-based music composition as a push
and pull between reflection-on-process (when curating AIGC in real
time) and reflection-on-self (when arranging already curated AIGC).

§7.2.2.1
Figure 8.4

Reflection is characterised in AI-based music composition as including
reflection-through-experimentation early in the creative process. It is
often used in unfamiliar situations to develop understandings of AI
tools.

§4.2.3
§8.2.1
Figure 8.3
§11.2.3.2

Reflection is characterised in musical AI-based CST interaction as
occurring when participants are familiar with an AI tool. This is
shown for studies where users are both familiar and unfamiliar with
a CST. Users adapt AI to be more familiar to their compositional
style, such as by selecting AIGC whilst listening in real-time (as in
improvisation).

§7.2.2.1
§12.2
§12.4

Reflection is characterised in AI-based music composition as depen-
dent on users’ perceptions of AI, curiosity and motivation. For exam-
ple, when participants perceive an AI as more skilled than themselves,
it is used in lieu of reflection.

§7.2.2.3
§11.2.3.1
§11.2.3.2
§11.2.3.5
§11.2.3.6

RQ2: What is the interplay between characterisations of reflection
and engagement in people’s open-ended interaction with an AI-based

CST for music composition?

The interplay between reflection and engagement is that moments of
reflection occur alongside moments of focused attention.

§11.1.4.2
Figure 11.5

The interplay between reflection and engagement is that self-
reflection occurs alongside feelings of a rewarding user experience.

§11.1.4.2
Figure 11.8

The interplay between reflection and engagement is that AIGC is
used without reflection in moments of hyperfocus.

§11.2.3.3
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13.1 Summary of Thesis and Main Findings

Table 13.1 shows the main findings from the thesis’s user studies addressing
the research questions introduced at the beginning of this thesis (see Sec-
tion 1.3). An overview of the thesis studies is given below to remind the
reader.

Part I of the thesis addressed that there was no questionnaire for systemat-
ically evaluating reflection in CST interaction (see Chapter 2). It developed
the Reflection in Creative Experience (RiCE) questionnaire. RiCEv1 was de-
veloped by generating a list of 115 items, and reducing these to 4 factors with
8 items through a review of the items by creative professionals and an ex-
ploratory factor analysis. Following its evaluation (Chapter 4), RiCEv1 was
further updated to RiCEv2 to support its reliability (Chapter 5). RiCEv2
consists of 9 items grouped into three factors of reflection-on-process (re-
flection on where to take a creative work), reflection-on-self (reflection on
personal growth and a creative work’s personal meaning) and reflection-
through-experimentation (reflection on in-the-moment tinkering and inter-
action). The factors were conceptually meaningful in that they could suc-
cessfully show differences in the types of reflection that occurred in different
CST interactions and were substantiated by related literature.

With a tool to enable the systematic comparison of reflection in CST in-
teraction developed, Part II of the thesis applied RiCEv2 to the case study
domain of AI-based music composition. This addressed that few AI-based
CSTs have directly assessed reflection, and none had systematically evaluated
reflection across AI-based music composition tools. Chapter 7 thus evalu-
ated reflection in a plurality of music composition styles and AI tools. Seven
artist-researchers composed six songs, each using an AI tool of their choice.
A mixed-methods approach was used, where participants stopped every hour
to reflect on screenshots of their music making and answer the RiCEv2 ques-
tions. First-person accounts from the artist-researchers were presented to
capture individualistic, subjective and nuanced insights into their composi-
tion process. Chapter 8 triangulated the RiCEv2 and qualitative findings
to show a characterisation of AIGC in AI-music making (see Figure 8.4).
The characterisation is a trade-off relationship between reflection-on-self and
reflection-on-process. This addressed research question one by characteris-
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ing reflection in AI-based music composition as where reflection-on-process
occurs whilst curating AIGC by listening in real time, and reflection-on-self
occurs whilst organising already curated AIGC.

Part III of the thesis documented the design and development of a novel AI-
based CST for music composition, named wAIve. WAIve enabled the eval-
uation of features common in AI-based music composition and focused on
reflection, not additional concerns such as usability (Bryan-Kinns & Reed,
2023). The development and study of wAIve was also justified to reduce
variation across findings, in contrast to Part II of the thesis; all partici-
pants testing wAIve showed more homogenous characteristics and started
with the same level of familiarity. The features developed included ani-
mated AI blocks that fly across the user’s screen to encourage users to test
new music, and flashing play buttons to encourage listening from different
perspectives.

Chapter 11 evaluated wAIve by applying RiCEv2 in a mixed-methods user
study with 22 computer science students. It was found that higher reflection-
on-self scores occurred alongside users with a more rewarding user experi-
ence, and that reflection-through-experimentation occurs when people learn
something new from observing an AI animation. Animations also broke
moments when people were attentive and focused, but depending on the
context, were not seen as distracting per se. The findings address the first
research question by characterising when reflection on AIGC occurred in the
music composition process, such as that reflection-through-experimentation
occurred when people learnt new interactions from an AI. The findings also
address the second research question of this thesis by characterising the in-
terplay between reflection and engagement for AI-based music composition
(see Figure 11.9): for example, that reflection-on-self interplayed with the
engagement aspect of reward.

Chapter 12 inspected the RiCEv2 scores across the different CSTs evaluated
in the thesis. The main findings were that reflection-on-process was common
in CST interaction, whilst reflection-on-self was less common. Reflection-on-
self was also less prominent in musical CST domains than in the other CSTs
in the thesis. The tools with which participants were familiar were also shown
to give higher reflection scores than tools with which participants were less
familiar. This answers the first research question by characterising patterns
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of reflection common in the CSTs, and identifying patterns specific to the
AI and music context. For example, self-reflection is characterised as less
common in music tools.

13.2 Answers to Research Questions

This section directly answers the research questions introduced at the begin-
ning of this thesis (see Section 1.3).

RQ1: How is reflection characterised in people’s open-ended interaction with
AI-based CSTs designed for music composition?

Reflection is characterised in people’s open-ended interaction with AI-based
CSTs designed for music composition as a balance of reflection-on-process,
reflection-through-experimentation, and reflection-on-self. These types of re-
flection were identified by administering RiCEv2 post-hoc to quantify reflec-
tion in CST interaction, and triangulating the RiCEv2 scores with qualitative
findings and related literature. The types of reflection have temporal quali-
ties and vary throughout the music composition process with AIGC.

Reflection-on-process (reflection on where to take a piece of music) is charac-
terised as the most common type of reflection that occurs in CST interaction.
The post-hoc scores of reflection-on-process showed the highest scores com-
pared with the other types of reflection across the thesis’ studies on AI-based
music interaction. This includes for assessments across AI tools (see Table
8.1) and for the novel CST wAIve (see Figure 11.3).

In interaction with AI-based music CSTs, reflection-on-process is also charac-
terised as commonly occurring when users listen to their music composition
or AI generated music. This was shown by the analysis of several artist-
researchers use of different AI tools (see Figure 8.4) and qualitative findings
from people’s interaction with different designs of wAIve (see pg. 171). When
listening to the music from different perspectives, the user reflects on how
AIGC fits within their compositional aesthetics (see Chapter 7 Theme 1) or
how to change their music going forward to fit with the AI tool they are
using (such as in Chapter 11 Theme 6 or Chapter 7 Theme 3).

Reflection-on-self is characterised as least common in CST interaction. The
assessment of its scores across the CSTs assessed in this thesis shows smaller
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values in the music interaction domain than for other creative contexts (see
Figure 12.6). In AI-based musical CST interaction, reflection-on-self is also
characterised as occurring when users were organising already curated AIGC;
users would assign meanings to their selected music and consider its personal
connection to themselves (see Section 8.3.1). It is notable that reflection-on-
self occurs outside of interaction with AIGC; there was no evidence to sup-
port that use of AIGC supported or encouraged reflection-on-self (see Section
12.5). Moments of reflection-on-self are further characterised as occurring in
a push-and-pull dynamic with reflection-on-process (occurring when curating
AIGC), as visualised in Figure 8.4.

Reflection-through-experimentation is characterised as occurring throughout
the music composition process. However, it is most prominent at the be-
ginning of composition processes where users are initially learning a tool or
setting themselves up to work with the generative capabilities of their se-
lected AI (for example, see Figure 8.3). Furthermore, users often reflect on
how an AI works by experimenting. This was shown in wAIve’s interaction
where users would conduct experiments which mimicked the AI’s behaviour
(see Chapter 11 Theme 2), or where artist-researchers would tinker with
their AI in-the-moment (see Chapter 7 Theme 1).

Reflection-through-experimentation is characterised as more common when
users are unfamiliar with an AI. As AI is an emerging technology, reflection-
through-experimentation is likely to occur as people use the technology for
the first time. Across the user studies in the thesis, participants showed more
reflection-through-experimentation with unfamiliar CSTs such as wAIve (see
Section 12.4). Furthermore, this is demonstrated by wAIve having many un-
familiar features which led to moments of reflection-through-experimentation,
as participants tinkered to learn the new interactions (see Section 12.4).

RQ2: What is the interplay between characterisations of reflection and en-
gagement in people’s open-ended interaction with an AI-based CST for mu-
sic composition?

Interplay is shown between the RiCE characterisations of reflection and the
User Engagement Questionnaire (O’Brien et al., 2018) characterisations of
engagement in AI-based music composition. This is based on the statistical
analysis of wAIve in Chapter 11, which was substantiated through compar-
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isons to related work and triangulation with qualitative findings (see Section
11.3).

There is interplay where moments of reflection occur alongside the engage-
ment aspect of focused attention (see Section 11.3.1.1). In AI-based music
composition, however, AI that interrupts users during moments of engage-
ment is both detrimental and conducive to engagement, depending on the
context of the interruption and external factors. When users were focused
on their music, some found AIGC interruptions broke their creative flow.
For example, Section 11.3.2.1 shows that users found AIGC interruptions
annoying. Section 11.3.2.1 describes how interruptions led to users perform-
ing fast-thinking (Kahneman, 2011) and less reflective modes of interaction
to maintain engagement. For example, users would use visual clues in AI
generated music, instead of listening to the AIGC, where they would engage
in deeper reflection (see Section 11.3.2.1).

There is also interplay between reflection-on-self and the engagement aspect
of reward. This is demonstrated in a regression model of the RiCEv2-Se score
and UEQ-reward scores (see Figure 11.8). In line with the finding that self-
reflection is the least common in interaction with AI-based CST interaction
(see pg. 223 above), it is notable that it has interplay with people’s feelings
of reward. Self-reflection is thus an under-valued aspect of musical CST
interaction, as corroborated by the finding that self-reflection is highly valued
by creative professionals (see Section 3.2.2).

There is further interplay between reflection and user motivation, which is
essential to engagement frameworks such as flow theory (Csíkszentmihályi,
1990). In the case of wAIve, users with a music-first motivation (wanting to
create high quality music) were more likely to reflect on AIGC suggestions
(see Section 11.3.1.3). Users motivated by a curiosity about how AI worked
would also reflect upon AIGC. In contrast, those less interested prefer to
perform more fun-based interactions as opposed to engagement (see Section
11.3.2.2). Furthermore, reflection was more likely to occur when users per-
ceived the AI as less skilled than themselves (see Section 11.2.3.5). Those
who found AI more skilled than themselves would trust its recommendation
without further reflection.
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13.3 Recommendations for AI-based Musical CST Users

This section describes how CST users can use the main findings of this
thesis for AI-based music composition. In line with the thesis argument (see
pg. 219), this section demonstrates how the systematic characterisations of
reflection identified in this thesis can be applied to support users in their
music composition process. It is recommended that AI-based musical CST
users adapt their interaction strategies to intentionally foster different types
of reflection as desired.

Recommendation: The AI-based musical CST user should listen to AI gen-
erated material in real time to prompt reflection on where to take a piece of
music and overcome creative block.

It was found that reflection-on-process occurs when curating AIGC by lis-
tening in real-time during composition, whilst reflection-on-self was found
to occur when people are organising their already curated AIGC. Thus, if
users feel a form of creative block (Lewis, 2023, 2025) and are unsure where
to take their music, reflection-on-process can be encouraged by listening to
and selecting AI generated music in real time.

Recommendation: The AI-based musical CST user should spend more time
organising previously curated AIGC to support self-reflection.

In addition to the finding that reflection-on-self occurs when people are or-
ganising their already curated AIGC, the thesis found an interplay between
self-reflection and people’s feelings of a rewarding experience. Self-reflection
was also shown to be less common in musical interaction contexts, despite its
benefits. Thus, AI-based CST users should dedicate more time to organising
curated content produced by AIGC. This is to support creating music that
is rewarding and resonates more with users’ personal identities.

Recommendation: The AI-based musical CST user should reflect-through-
experimentation to become familiar with an AI tool and its capabilities, to
foster further reflections on its outputs.

Reflection-through-experimentation was characterised as common at the start
of the creative process, and supports users in developing an understanding of
a new AI tool. Therefore, it is recommended that users spend time reflecting-

226



through-experimentation when starting to use an AI-based music composi-
tion tool. This will help them develop familiarity with the AI tool and create
material that complements its capabilities. Moreover, the finding that the
perceived skill of an AI affects reflection (AIs perceived as experts are not
reflected upon) supports the notion that reflection-through-experimentation
can help users to develop a more nuanced understanding of the AI’s capabil-
ities and limitations. Thus, users would be better placed to foster moments
of critical reflection when using an AI rather than points of fast thinking
(Kahneman, 2011).

Recommendation: The AI-based musical CST user should reflect to learn
from AI and its interactions outside moments of focused attention.

The finding that there is interplay between reflection and focused attention,
and the conditions under which this occurs, informs how and when users
should integrate AIGC into their process. Users should reflect on an AI
to understand how it responds and what it produces. This enables them
to learn from its interaction patterns and improve their own compositional
practice. However, users should refrain from enabling AI agency over their
product if they are listening to their music in the moment and in creative
flow. This is because hyper-fixated users are likely to ignore or add AIGC
without critically engaging with AI generated material.

13.4 Limitations of the Methodological Approach

Table 13.2: Summary of data collection and analysis methods used across
the thesis.

Thesis Part I II III

Questionnaires ✓ ✓ ✓

Descriptive Statistics and Visualisation ✓ ✓ ✓
Hypothesis Testing ✓ ✓
Regression Analysis ✓

Interviews ✓ ✓ ✓

Video-Cued Recall ✓
Reflection Board ✓

First-person Accounts ✓
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This section discusses the methodological approach used in this thesis. It re-
flexively examines how the data collection and analysis methods contributed
to the thesis’ findings. Table 13.2 outlines this thesis’s data collection and
analysis methods. The study task, settings, and interfaces are reflected upon
below. This is followed by a discussion of the questionnaires, interviews, and
their analysis. Throughout, the limitations are described.

13.4.1 Open-ended Tasks and Settings

This thesis used the open-ended task to “freely compose” a piece of music.
This was done to assess qualities characteristic of CST interaction (Kerne
et al., 2013). The tasks fit the “how” and “what is” research questions by
generating a sufficient breadth of data in which reflection patterns could
be characterised. The diversity in data collection also showed findings re-
flecting a plurality of participants’ music composition styles (Biasutti, 2012;
McAdams, 2004; McLean & Wiggins, 2010). However, this variation limited
the extent to which the answers to the research questions generalise. The
findings are entangled with a range of other study factors and should be
interpreted within the parameters of the case studies.

Across the studies, the task time varied: 2 minutes to explore the novel
interfaces of story-sentiment-visualiser and sound-sketcher in Chapter 3, 15
minutes to explore design iterations of wAIve in Chapter 9, 20 minutes to
evaluate wAIve in Chapter 11, and 4 hours to evaluate the AI chosen by
participants in Chapters 7 and 8. There were practical reasons for this based
on the study settings, the study motivation, and tools used. For example, in
the online setting used to develop RiCEv1, participants were paid based on
their survey completion time; longer interactions would have been expensive
(Müller et al., 2014). It was also helpful to use a long study time to evaluate
the range of AI tools in Chapters 7 and 8 because the sample was small and
heterogeneous; the longer task afforded multiple rounds of data collection
for a richer set of data per participant.

Some of the thesis tools, such as wAIve, provided limited interactions to
focus the studies. Longer use of these CSTs would have bored participants
(Edmonds, 2014). This boredom would have also confounded findings on
engagement and flow states (Csíkszentmihályi, 1990). For wAIve, twenty
minutes was found to be effective in providing sufficient insights on engage-
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ment, without participants becoming bored. This corroborates timings in
other music-related user studies (Bryan-Kinns et al., 2007; Ford et al., 2021).
Also, Theme 1 from Chapter 11 (Participants’ motivation informed their re-
flection) shows that participants approached tasks more seriously over time.
P15 said in “the last 10 minutes[... I] actually tried to do something”.

There were other challenges to incorporating engagement into the studies of
this thesis beyond wAIve. For example, the artist-researchers were purpose-
fully interrupted throughout their music composition, posing a confounding
variable for engagement. Assessing engagement would been inappropriate,
inflated the project’s scope, and added time to the already lengthy study
procedure.

13.4.2 Study Tools

The studies investigated various CSTs, with different levels of familiarity
for participants. For example, participants self-selected tools they had used
before in Chapter 3, and Chapters 7 and 8. All participants were unfamiliar
with wAIve. This familiarity influences findings, as people more familiar with
an interface show more creative thinking (Bilda et al., 2008). The range
of CSTs in this thesis also limited the homogeneity of the data collected
throughout the thesis. A more selective approach would have focused the
study on tools with similar aspects (such as tools that modify timbre or
only programming-based tools). However, this would have also limited the
breadth of the findings. It thus would not have been possible to identify
which of the tools assessed in this thesis have the most potential to encourage
reflection. For example, it was found that live coding interfaces show strength
in encouraging reflection.

13.4.3 Quantitative: Questionnaires

The self-report questionnaires allowed for the systematic inspection of dif-
ferent participants and CSTs. Indeed, the Goldsmiths MSI (Müllensiefen
et al., 2014) helped to show variation in musical expertise, which was not
obvious from the recruitment process. For example, the wAIve evaluation
study attracted participants with good musical expertise even though this
was not specified in the advert for participation. The MSI accounted for
this confounding factor. The SRIS scores (Grant et al., 2002) were useful in
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describing if there was a confounding influence impacting the RICEv2 scores
(Bentvelzen et al., 2022), where participants with a natural reflective capac-
ity would have more generously evaluated the CSTs in this thesis.

The CSI (Cherry & Latulipe, 2014) could have been used throughout stud-
ies to connect more closely with other CST research. However, the more
targeted UEQ (O’Brien et al., 2018) measure was shorter to complete. This
left study time to capture more individualistic data from lengthier qualita-
tive procedures such as video-cued recall (Candy et al., 2006; Candy, 2006).
The unrelated factors from the CSI would also not have been beneficial in
answering the thesis research questions.

13.4.4 Quantitative: Questionnaire Analysis

Development of the RICEv2 questionnaire was central to the contribution of
this thesis. However, there were several challenges to adopting a question-
naire design approach to evaluate creative interactions. For the development
of questionnaires, HCI research follows a standard procedure (Boateng et
al., 2018), where several binary choices of statistical criteria must be met to
decide if a questionnaire is valid or not. This favours data with restricted sta-
tistical properties. However, homogeneity is not characteristic of open-ended
creative contexts. For example, one aspect of confirmatory factor analysis
(see Section 4.1.4.1) is to assess whether different factors in a questionnaire
are distinct and do not overlap. Striving to achieve no overlap between
types of reflection is challenging as it is an abstract and multifaceted con-
cept (Baumer, 2015; Baumer et al., 2014; Bentvelzen et al., 2022; Fleck
& Fitzpatrick, 2010). Homogeneous data tends to lead to more favourable
statistics and is achieved through large sample sizes, more precise selection
of participants, or a more focused study task (Dix, 2020). These qualities
detract from ecological validity when examining CST interaction, which is
more nuanced and varied.

The regression model analysis in Section 11.2.2 was limited by noise in the
user study data. While this was controlled by analysing confounding vari-
ables (see Table 11.3), this limits the generalisability of the models. Given
this limitation, the descriptive statistics and visualisations were most helpful
in analysing the questionnaires. For example, the visualisations in Figures
8.1 through 8.3 showed findings on how reflection varied across different cre-
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ative processes. In particular, using different shapes to highlight individual
perspectives helped to observe patterns for different groupings of participants
based on their qualitative data. The individual points could be mapped to
the interviews and artist-researchers’ discussions of their composition as it
unfolded over time, supporting triangulation of the data. However, the vi-
sualisation approach to analysis has limited repeatability; observations are
based on the researcher’s intuition and not statistically determined metrics
such as p-values.

13.4.5 Qualitative: Interviews and First-Person Accounts

The interview approaches used across this thesis helped to understand how
people reflected on their interactions. The questions used varied in openness,
depending on the study context and goals. For example, the questions used
to discuss the iterative design of wAIve were mapped to design goals. At
points, this led participants towards certain responses. For example, by
asking “Did any parts of the interface encourage you to reflect?”, participants
could have rationalised a moment of reflection with the interface post-hoc.
However, this was justified for the design of wAIve, as participants were
briefed on the design goals upfront and explicitly asked to consider these in
their interaction.

Video-cued recall (Candy et al., 2006; Candy, 2006) was used to evaluate
wAIve in Chapter 11, where the interview questions shifted focus to probing
participants’ thinking during their interaction. Participants were invited to
stop the video and comment at any time. However, the researcher had to
leverage the semi-structured approach to collect sufficient detail. The par-
ticipants were novices in music composition, lacking experience discussing
musical interaction. Therefore, the participants needed prompting to elab-
orate on the study goals. Nonetheless, video-replay gave a focal point for
discussion; participants who were less expressive could use the video to guide
their discussion.

In Chapter 7, the interviews were centred around reflection boards (see Sec-
tion 7.1.4.2). In contrast to the video-cued recall approach, this allowed
participants to reflect on their composing privately and to consider their in-
teraction more deeply. The interview questions were thus more open-ended,
asking participants to talk through their reflections. The approach was also
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more objective, as the interviewer imposed minimal influence on the process.
However, as the interviewer had less impact on the direction of discussion,
participants followed tangents distracting from the study’s focus on reflec-
tion. This led to some unsurprising findings, such as on aspects of the tech-
nical setup (see Chapter 7 Theme 6). The reflection boards also required
stopping to think throughout the composition process, creating an interrup-
tion which confounded studying aspects of engagement such as flow states
(Csíkszentmihályi, 1990).

13.4.6 Qualitative: Thematic Analysis

The reflexive thematic analysis (Braun & Clarke, 2006; Braun & Clarke,
2019) provided a repeatable set of steps for analysing qualitative data. Specif-
ically, the inductive approach systematised the analysis whilst allowing flex-
ibility. For example, the researcher could account for moments in the semi-
structured interview approach where discussion followed tangents. The in-
ductive approach also allowed the researcher to continually revisit the data
until themes relevant to the research questions were developed in sufficient
depth. However, balancing depth of insight with relevance to the research
questions was challenging, as the interpretation of the depth of a theme is es-
sentially a value judgement. A different approach would have been to adapt
the factors from the RiCE questionnaire as a deductive coding scheme (or
adopt existing coding schemes such as Hubbard et al. (2023)), to support
more direct triangulation with the quantitative measures.

The findings generated from this thesis’s reflexive thematic analysis approach
were limited. Firstly, by dividing transcripts into codes and later rearrang-
ing these codes, the temporal aspects of the data were removed. Indeed,
the video-cued recall approach and first-person interviews led to data de-
scribing linearly how the process of a music composition unfolds. However,
these were lost through the coding procedure. Second, many of the find-
ings of the thematic analysis were predictable, such as Chapter 11 Theme
1 (Participants’ motivation informed their reflection) and Chapter 7 Theme
6 (Reflection on Technical Challenges). Whilst leading to more nuanced in-
sights than questionnaire measures, which reduce concepts into categories,
the novelty of the qualitative findings arose from their triangulation with the
questionnaire measures, such as in Figures 11.10 and Figure 8.4.
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The first-person produced the richest detail and was most personal (Ellis
et al., 2011; Fdili Alaoui, 2023). They also added to the levels of detail
in the analysis; there was detail for each participant (first-person accounts)
and the sample (thematic analysis). This gave flexibility in identifying in-
teresting qualities about individuals whilst commenting on commonalities
within the sample, which is not captured by thematic analysis alone. These
different levels of detail could have been extracted by qualitative analysis
methods that highlight differences between participants, such as Diffractive
Analysis (Morrison & McPherson, 2024; Nordmoen & McPherson, 2022;
Rajcic et al., 2024; Robson et al., 2024). However, such methods are yet to
be standardised and are not repeatable. Overall, the first-person accounts
helped interrogate reflection as participants were given space to articulate
their process (Edmonds, 2022).

13.5 Future Work

Other CST researchers can use RiCEv2 to evaluate if its types of reflection
are present in different tools. However, outside of AI-based music com-
position, the reliability of RICEv2 has not been tested. Studies must be
conducted for different creative domains to assess RiCEv2’s reliability. The
state-of-the-art test is for a confirmatory factor analysis to confirm the struc-
tural properties of RiCEv2 and establish that its factors are conceptually
distinct and do not overlap (Kline, 2015). As discussed in Section 13.4.4,
this is challenging in creative research where reflection is abstract and not
easily separated into distinct categories. Future work could crowdsource
datasets from researchers who adopt RiCEv2 for their user studies and to
show benchmark scores for each domain. There is also an opportunity to
translate the RiCEv2 questionnaire to be studied outside of English-speaking
countries.

The findings showed that live coding presents high levels of reflection (see
Figure 12.3). There are interesting parallels between modes of intuitive
thinking whilst programming in real-time and more deliberate modes of
thinking, which could extend this thesis’s investigation on reflection and
engagement (Sayer, 2015). There is also a diverse range of live coding lan-
guages (Aaron & Blackwell, 2013; McLean & Wiggins, 2010; Wilson et al.,
2021) with their own language primitives. Future work can investigate how
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these languages’ nuances influence reflection. The challenge would be study-
ing live coding in an ecologically valid setting, and evaluating different ways
of capturing aspects of reflection and engagement during performance.

This thesis focused on operationalising reflection for CST user studies. Sev-
eral other aspects of human-AI interactions have yet to be operationalised
for the systematic evaluation of CSTs. For example, agency is often a key
concern when using AIGC in arts contexts (Amershi et al., 2019; Boden
& Edmonds, 2009; Lewis, 2023; Louie et al., 2020; Wilson et al., 2023;
Xambó, 2022). Furthermore, aesthetic qualities that artists capture in their
AI-inspired artworks – ranging from cute (Medley et al., 2020) to creepy
(Woźniak et al., 2021) – also have yet to be examined systematically. Future
research can develop methodological tools for these experiential qualities.
There is an opportunity to combine these approaches into an evaluation
toolkit for human-AI interaction in creative contexts and move towards a
more arts and human-centred approach to AI evaluation. This echoes calls to
embrace less common user experience evaluation strategies in NIME (Reimer
& Wanderley, 2021) and across CSTs (Cox et al., 2025).

This thesis is situated within the field of HCI and the CST subfield. Yet, the
research touches on the related areas of Computational Creativity (Colton
& Wiggins, 2012) and NIME (Poupyrev et al., 2001). These fields could ex-
amine reflection from alternative perspectives. For example, computational
creativity research has considered ways that computers could be reflective
by analysing and re-writing their code and algorithms (Pérez & Sharples,
2001; Wiggins, 2006). Researchers could thus investigate whether compu-
tational approaches lead to novel insights into the nature of reflection, or
whether computationally creative AI tools encourage more or less reflection
in people’s music making. There is also opportunity to explore reflection be-
yond the case study area of this thesis, for example, in dance (Fdili Alaoui,
2019) or sketching (Lewis et al., 2023). The methodological approach in
Chapters 7 and 8 in particular would be interesting to apply to a wide range
of domains, to showcase more pluralistic approaches to how people reflect
in different creative user experiences – expanding the investigation beyond
traditional HCI methods.
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